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ABSTRACT. One of the recent trends of developing optimizations is to hybridize two
algorithms or several numbers of variants to find out the better quality of practical optimal
applications. This paper proposes a new optimal algorithm based on hybrid Flower pollination
algorithm (FPA) and Sne-cosine algorithm (SCA) to solve the numerical optimization problems
and the vehicle fuel consumption. We introduce a new parallel computation in a combination of
the pollens and agents for exploring and exploiting the diversity of the algorithm. In
experimental section, we use a set of six testing functions and the real vehicle fuel consumption
problem to evaluate a new proposed algorithm. The experimental result compared with the
other algorithms in the literature shows that the proposed method increases the accuracy of
optimizations and the vehicle traveling in the logistics.

Keywords: Hybrid flower and sine-cosine optimization, Sne cosine algorithm, Flower
pollination algorithm

1. Introduction
The vehicle traffic congestion and rough drivingt@an can cause increased fuel consumption,

loaded emissions, longer traveling time and acdgddmectly or indirectly(Choudhary &Gokhale,
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2016). There are many proposed solutions to tmd peoblem (Li, Wen, &Yao, 2014). Building
new high-capacity streets and highways is as atisnluo alleviate the vehicle congestion
problem. However, it is seemly very costly, timeisoming, and in some cases are impossible
execution because of space limitations. On therapnptthe optimization applying for existed
roads and capacity streets can lessen the conggsbblem in cities at the lower cost. Indeed,
the implementable optimization needs accurate mdédion about current status of roads and
streets. This optimization is a challenge due ®dbmplex and change environments(Xu, Yue,
&Li, 2013). Fortunately, the advancement in tecbggl of electronics and Internet had made
rapid the proliferation of wireless sensor network@VSN) (Garcia-hernandez,
Ibargliengoytia-gonzalez, Garcia-hernandez, &Péi@z-d2007). Applying WSN can be
envisioned a promising answer to the above-mentdiggreblem. Sensor-enabled products and
their networks become a commonplace, e.g., traffittrol and navigation, object tracking, and
monitoring. Alternative paths based on offeringuaate information about current status of roads,
streets and shortest path distances can be hétpfelduce fuel consumption and lessen traffic
congestion if the traffic navigation mounted the B/M large number of inexpensive sensors,
small size and integrated with a sensing unit airdl@ss communication capabilities in WSNs
can support the traffic control system. The sensadles are deployed in a wide terrain to execute
the intended tasks efficiently(Pan, Dao, Nguyenh&(2015).

Furthermore, the optimization process is one ohigaly effective techniques to try searching
the best possible results in a benchmark and ifeduinctions with scatting seeds randomly(Jin
&Branke, 2005). Traditional optimization approachesve some deficiencies in finding the
optimal global solutions of classical optimizatiproblems(Boussaid, Lepagnot, &Siarry, 2013).
These shortcomings are primarily interdependerthéir natural search systems. These ranking
algorithms are strongly under effects of choosimgppr types of variables, objectives and
constraints functions(Dao, Pan, Nguyen, & Chu, 20I%ey also do not grant a universal
solution method that can be applied to find anmagtiglobal solution of the duties by several

types of constrained functions, variables, andathjective(Nguyen, Pan, Chu, Roddick, &Dao,
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2016). For covering these deficiencies, a new tegclenwith the name of metaheuristic as
artificial intelligence research was originated dzh®n original inspirations such as evolution,
swarm, and physical laws (Baghel, Agrawal, &Silak&012). Nature inspired techniques
developed for solving the several types of hardaglmptimization functions without having to

the full accommodate to each function.

However, the optimal metaheuristic cannot alwayplbly archived best results (drop in trap
local) due to physical constraints of real problamshe different search space(Boussaid et al.,
2013)(Shi &Eberhart, 1998). Hybridizing between talgorithms is to take advance high points
of the algorithms. The good point of the algorithimgonsidered motivation to merge them in
parallel to overcome the issue of trapping optiloehl. The parallel processing also plays a vital
role in the efficient and effective computationsdurfiction optimizations. The idea for this paper
Is based on the communication strategies in pagaiteessing for intelligent swarm algorithms.
The communications among agents while parallel ggsiog would enhance the cooperating
individuals, share the computation load, and irsedhe diversity optimizations. The algorithms
can exchange information between the populationenewer the communication strategy is
triggered.

This paper considers the advantages of the meiahesisuch as Flower pollination algorithm
(FPA)(Yang, 2012), and Sine Cosine Algorithm (SGQKjrjalili, 2016). These algorithms have
applied to solve successfully many problems infibles of engineering and finance (Kotthoff,
2016). However, these algorithms also have thedd@#ages such as a dropping into local
optimal for complex problems or earlier convergemtethe later searching period. So that
accuracy of the optimal results could not meetdbmands in some cases. Enhancing diversity
agents is one of the effective ways that can déhl twe above-mentioned issue. The processing
parallel can be applied to develop a diversity sotu This study introduces newly a
hybridization meta-heuristic optimization technidquased on FPA and SCA (hamed FSO) for the
vehicle fuel consumption and global optimizationkgems.

The remaining paper is organized as follows. Afbraview of FPA and SCA is stated in
3
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Session 2. The description detail for the propasethod is presented in Session 3. Experimental
results and the comparison with the other algostimthe literature are discussed in Session 4.
Apply the new proposed algorithm to the vehicld ftemsumption problem presented in Section

5. Conclusion is summarized in Session 5.

2. Related Work

2.1. Flower Pollination Algorithm

Please write down your subsection.

Flower Pollination Algorithm (FPA) obtained the pasation from the flowering plant for the
biological flower pollination (Yang, 2012). FPA wdsveloped by emulating the character of the
organic flower pollination of the flowering plaBy applying the flow pollination process rules,
FPA had the states as follows. The first is glgbalination process as cross-pollination that
pollinators obey Lévy flights. The second is lopallination explored as self-pollination. The
third is reproduction probability considered asméws constancy which is proportional to the
resemblance of the two flowers in concerned. FRAdus switching probability g [0, 1] to
control between the local and global pollinatioRAFassumed that each plant has a single flower
and each flower emit only a single pollen gameRA Eonsidered as global and local pollination.

FPA modeled the local pollination as following.

fitjﬂ = X +u(Xf, — Xh) 1)
where X, x5, are pollen from different flowers of the same plgpecies, and a variable u is
generated from the uniform distribution in the @@, 1]. A random walk for local process if
xl, andxf come from the same species or selected from the papulation of plants. In the
global pollination, the pollens of the flowers an®ved by pollinators e.g. insects, and pollens
can be moved for a long distance since the insgoitsally fly for a long range of distances. This

process guarantees pollination and reproductidheofittest solution represented as. The flower

constancy is expressed mathematically as:

R = B 4y x L) X (B — g7) @
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where x; is solution vector at iteratiofy y is a scaling factor to control the step size. Lévy
flight can be used to mimic the characteristic g@orting of insects over a long distance with

various length steps, thus> 0 from a Lévy distribution.

_ AT@)xsin )

xsitd

» (8> 50) ©)

wherel'(A) is the standard gamma function, and this distidious valid for large steps s > 0. A
variable p is switching probability or the proxigniprobability that can be used to change the
global pollination to intensive local pollinatiomé reverse. Two reasons of active PFA include
the first, insect pollinators can travel long dmtes which enable the FPA to avoid local
landscape to search for a considerable space (akplts), and the second, the FPA ensures that
similar species of the flowers chosen which guaariast convergence to the optimal solution

(exploitation).

2.1 Sine Cosine Algorithm

Sine Cosine Algorithm (SCA) is a newly proposedahetristic developed based on Sine and
Cosine function apply for exploitation and explaratphases in global optimization (Mirjalili,
2016). SCA creates different initial random ageolutsons and requires them to fluctuate
outwards or towards the best possible solutiongusimathematical model based on sine and

cosine functions. The update formulas of SCA repes] as below.

it = 8} + rand, x sin(rand,) x |[rand; x Ly = 831, )

STt = §f; + rand; x cos(randy) X |randz x If; — §f], (5)

where §f; current position at‘" iteration in ij*"* dimension,rand,, rand,, rand; € [0,1]

are random numbers arigis targeted global optimal solution.

QAT+
ij

(6)

{§fj + rand, x sin(rand,) x |rand; x lf; — §f;|, rand,
S =

Sf; + rand; X cos(rand,) X |rands x If; — §f;|, rand,

The above equation uses 0.5grd, <0.5 conditions for exploitation and exploration.
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3. Flower Sine Cosine Optimizer

In this section, we present the design of FlowereSCosine Optimizer (named FSO). We
construct FSO based on hybrid FPA and SCA algostiBoth of the FPA and SCA algorithms
have been applied to solve several problems suallgss engineering, and financial fields
because of their advantages of flexibility and sihass. However, the limited algorithms are
diversity solutions that can cause dropping intal@ptimal in some cases of complex problems.
The optimal results may cause the less accuratheagquirements in sometimes

To overcome this issue, we could apply the enhaogtighizations. We use the hybridized
application for improving optimization by construngf the communication both of algorithms.
The exchange information among populations figuretbe enhancing optimizations whenever
the communication strategy is triggered. A paratalcture is also made up of several groups by
dividing the population into subpopulations. Theedsity agents for the optimal method are built
based on constructing of the parallel processing.

We describe the communication strategy for shanfgrmation between agents and pollen as
follows. The best agents in SCA could be copietheoFPA subpopulations. The poorer pollens
of the FPA subpopulations are replaced with the &gents. The positions of all subpopulations
are updated in every period of exchanging time. il information of communicating the
actors and pollens employ with the communicatiaatsgy. In contrast, the finest artificial
pollens among all the flowers of FPAs populatioould migrate to the weaker agents in SCA,
replace them and update all positions for each canitsnduring every period exchanging time.
The subpopulations are evolved into regular iteretindependently.

The advantages of each side of algorithms take awoount by replacing the poorer
individuals of them with the finest ones. It is thenefit of cooperation between them. Let's R be
an exchanging period of communication between FRASCA and N be the population size of
FSO. Let the numbers of the population sizes of @A FPA are N1 and N2 be set to N/2
respectively. The top fitness k agents of in graugh N1 will be copied to the place of worst

actors in the group with N2 for replacing the samenber of the agents, where t is the current
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iteration, during running. Description of the prepd method can be summarized the basic steps

as follows.

Step 1.Initialization: Generating FSO population randomly for initializisglutions.R is

defined executing period of communication strategieneN; and N, are the numbers of
agents and pollens in solutiovréj and Sitj for populations of SCA and FPA respectively,
=0,1,.. N;»-1,j) =0, 1,.D. whereD is dimension of solutions ards current iteration with

setting initializing to 1.

Step 2Evaluation: Evaluating the objective function H)z(ij : fl(Sfj) for both SCA and
FPAin each iteration according to the fitness galiexecuting evolvement of the populations
by both FPA and SCA.

Step 3.Update: Updatingthe global pollination and local pollination of FR&e by Egs.
(1-3) and the positions of SCA Eq. (6). Store thstlvalue and their positions in memory.

Step 4.Communication Strategy: Copy the best pollens among all the flowers oA'&P
population withk the top fitness pollens iN;, migrate to the other place of the group in SCA
population then replace the weaker beds,jrand update for each population in eviryn
contrast, do the same with bees among all the sa@éi8CA's population.

Step 5.Termination: Go to Step 2 if the predefined value of the funti®not achieved or
the maximum number of iterations has not been exhcbtherwise, ending with minimum
of the best value of the functions: MinimizeSj( f(X')), and the best bee position among all
the beesS or the best pollen among all the agexitare recorded.

FIGURE 1. Execution steps of the proposed FSO

4. Experimental Results

To evaluate the proposed algorithm, in this sectianuse a set of the benchmark functions to
test the accuracy and the speed of FSO. Tabletdl the initialization for a set of the trial
functions [10]. Maxgen column in Table 1 is a maimnumber of iterations (manager can be
set to 500, 1000, 1500,.. 10000). In the experigjeme average the outcome values for each test
function over 25 runs with different random seedkthe optimizations for the trial functions are

to minimize the result. We tested each benchmanktion with 1500 iterations per a run. We
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also compare the simulation results of the propaesethod with those obtained results of the
previous algorithms such as the SCA, FPA, and F80D&Eberhart, 1998) as shown in Table 2
and 3.

TABLE 1. Initializing dimensions, max generatioasd boundaries for the testing functions

Testing functions Bounds | Dims | Maxgen
F(x)= Z;;1sm(x,.).(sm(g))”. m=10 0,7 | 30 | 1000
F(x)=3" —x sin(\[ % ]) +500 | 30 | 1000
Fy(x)=>" [x} —10cos(27x,) +10] +5.12 | 30 | 1000

= _Z::-l(x.- B - _Zz_ll‘ ” ) -
F(x)=[e 2e ]H,-=1COS X, m=5 120 20 000

F(x)=-Y cexp(-Y " a(x,—p)") | 0,10 | 4 | 1000

F(x)=-Y [(X-a)X-a) +c]" 0,0 | 4 | 1000

Let S={s1, S2 ,..., Sm}y X ={X1, X2 ,or» Xim}, @Nd P ={pi1, pi2 ,..., Pim} b€ the real value
vectors ofm-dimensional for SCA, FPA and PSO respectively. Dpéimization goal is to
minimize the outcome for all benchmarks. The resol the performed optimal for the test
parameter function is a minimizing problem. We et population size for the algorithms of
FSO, SCA, FPA, and PSO to 40 for all runs in thgeexnents. The initial range, the dimension
and total iterations for all test functions for SCRAPA, and PSO in Table 1. For further
parameters setting could be found in [6-8].

The total population size setting for FSO and S@AN, andN, that set td\/2 respectively
(e.g. it is equal to 20), and denotes the dimension of solution space that®s&0t Each
benchmark function is tested with Maxgen (Maxgersa$ to1000 iterations) per a run. We
evaluate the proposed method performance in theageeof the results from all runs, then
compare with alternatives. Comparing percentagetiso the absolute value of the results i.e. abs

(FSO-original algorithm)*100/ (FSO) that shows imble 2.
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TABLE 2. Comparison of the SCA, and FPA, with thegosed FSO for solving the testing
problems in term of the quality performance evabarat

Testing Obtained results Comparison
Functions with .
SCA FPA FSO SCA with FPA

1 1.35E+00 1.38E+00 | 1.05E+00 [ 29% 31%

2 -3.87E+03 | -3.10E+03 | -5.09E+03 | 24% 39%

3 1.65E+02 1.73E+02 1.29E+02 | 28% 34%

4 1.50E-03 1.51E-03 1.10E-03 36% 37%

5 -2.91E+00 | -3.02E+00 | -3.30E+00 | 12% 8%

6 -7.25E+00 | -8.25E+00 | -9.92E+00 [ 27% 17%
Avge -618.97 -489.48 -828.86 26% 28%

Comparison; Objective space

-
f =N

Best score obtained so far
bt

| 1 | | | [ |
100 200 300 400 500 600 700 B00 800 1000
Generations

FIGURE 2. Comparison the experimental result cunfdbe proposed algorithm with PSO,
FPA, and SCA for functiof1(X)

Tables 2 displays the performance of the propos&@d Bnd the algorithms of SCA, FPA in
comparison for the testing functions. The resulhefproposed algorithm on all of these cases of
testing shows that the proposed algorithm provgg% and 39% higher than those obtained
from primary methods of SCA and FPA respectivelgwdver, the figure for the minimum cases
is only the increase 12% and 08% than the SCA dPA fespectively for a set of testing
functions. In general, the proposed FSO incredsesiterage values of the cases 26% and 28%

than obtained from the SCA and FPA methods aresotisely for testing problems in term of the
9
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convergence rates. Figures 2, 3 and 4 showed therimental results for the first three
multimodal benchmark functions over 25 times outpbtained from PSO, SCA, FPA and
proposed FSO methods with the same iteration 0®.10@8ppearly, these figures show all of the
cases of testing functions in the FSO have perfoomaquality higher the other algorithm

regarding the accuracy and convergence rate.

Comparison: Objective space

Best score obtained so far

100 200 300 400 500 600 Top 300 q900 1000
Generations

FIGURE 3. Comparison the experimental result cuofdbe proposed algorithm with PSO,
FPA, and SCA for functiofr,(x)

Comparison: Objective space
T I I I

Best score obtained so far

1 | i | | | 1 I | 1
100 200 300 400 500 600 700 800 900 1000
Generations

FIGURE 4. Comparison the experimental result cunfdbe proposed algorithm with PSO,
FPA, and SCA for functiof3(x)

Table 3 shows the comparison of the FSO performapuadity with PSO for the testing

optimization problems. Apparently, the result o€ throposed FSO on the cases of testing

10
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problems shows that FSO offers 19% higher accuttaaly PSO. Howver, the execution tim
both FSO and PSO are pretty eg

TABLE 3. Comparison of the proposed algorithm dqyagderformance with PSO for testil

problems
Test Execution Time | Comp. Performances Comp.
functions PSO £SO | times PSO FSO qualities
1 1.4793 1.4371 2% L.51E+00 | 1.22E+00 24%
2 1.8672 1.8686 3% -4.17E+03 |-5.09E+03 18%
3 1.9871 1.9503 4% 1.69E+02 | 1.37E+02 23%
.............. 4 0.7776 0.7834 1% 2.70E-03 | 2.50E-03 8%
5 1.8918 1.9072 2% -2.34E+00 |-3.09E+00 24%
6 1.9891 1.9792 1% -8.15E+00 |[-9.82E+00 17%
Avg 1.1703 1.1543 2% | -6.68E+02 |-8.27E+02 19%

5. Vehicle Fuel Consumption Optimization

The grid sensors of WSNs with the aided trafficvedlance system and global positioni
systems can record and collect information of te&ls or streets in re-time, e.g., length, lane
vehicle density, direction, velocity restrictionsrfvehicle dentification and navigatic
(Choudhary &Gokhale, 2016 he actual need for vehicle routing is to sedahghoptimal way
from a source to a destination that satisfies tiveed Application WSN for traffic navigation
an effective way in the applications of the citsffic surveillance system. We use a numbe
sensor nodes to monitoring a local area and gettirgg traffic information for sma
infrastructurgGuo, Fang, Wang, &Zheng, 20..

We use the grid networks to simulate theffic model in this work. The tffic information
collected fromthe WSNSs of the urban area is analyzed and naddateptimize least fuel ar
congestion. The routing of vehicles can be modased directed grapG = (V,E) whichVis a
set of the intersections nodes ¢E is a set of the roadss edge in the d network. Each

navigation path candidate is composed of the -edge sequence. All the intersection node

11
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the local area are labeled for the navigation affdrdnt permutation sequence of these nodes
that contain a candidate path of a navigation petential solution. The objectives of the least
gasoline consumption and the shortest paths aedmed to formulate for a fithess function.
The length of the path for a vehicle can be appnaxéd as given Eq. (7) with supposing tigt

and p,,, are the start state and the target state:
L(p) = Xiod(Pi pit1) (7)

where L(p) is the length of path and(p;,p;+,1) represents the distance betweagnand

pi+1- In the coordinatestart since the path Start —Target is divided imto+ 1 equal

X0,Y0,’

segments, the value af(p;, p;+1) can be calculated as follow:

d(pi; pi+1) = \/(xllh' - x{?i+1)2 + (yI;L + ylgi+1)2

(Po.pns1))? , ;2
= (B’ (Y @

The shortness path that is defined as the Euclidestiance between the agent and the goal point

in each iteration:

Fi(p) = X5 d; 9)
Moreover, the edge-travel gasoline cost and cormgesteight are the other impact factor for
the objective function. The congestion weight candetermined by the traffic condition at the
regular time obtained from the traffic surveillanegstem. Edge-travel gasoline cost in the

navigation path can be calculated with the congestiveight constructed according to the

current traffic condition.
F,(p) = XiZg 9(d;) X E(dy) (10)

where g(d;) is the congestion as weight of the segmgntand E(d;) is the gasoline
consumption of the vehicle in the segmé&ntA congestion weight is set to 1 or 0 that depamds
the current tra ¢ conditionThe optimal solution can obtain from the objectiuaction in

minimization two mentioned factors.
12
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Minimize F(x) =w X F; + (1 —w) X F, (11)

where FX) is the objective function of optimization fuebrtsumption for urban area vehi

navigation, andav is the balance weigl

6. Experimental Results

The environment map of the simulation is set td getwork of a specified area. We conc
some tests with different grid network setting lohea the objective function based on the |
length and patlravel fuel consumption. The number of coordin nodes, grid network set
resetas GUI scheme shown in FigL5. Setting parameters for algorithms is referencinthe

section 4 but applying with the objective functemEc. (11).

4 Kuas = X

FSO OPTIMIZATION FOR VEHICLE FUEL CONSUMPTION

500
- Parameter setting
A &> No. of Coordinator
] &] B Fas [0_5 05 Q]r Nodes
400 o 3
ooy i = . b =
350 a & o ? Grid coordinates
) 5 B -
) = ’ . - ( )
200 &s 5&. e - [0.25 0.25 0.5] i
250 a & f = :
0 !@ %.) Radius Range
ol O [}
i O . 99.99
=2 £
15 g [0.50.50] &
n [0.250.2505]
100 p1o
0o 11- Metwork Space Setting
50
W agent [] node — object track ——— agent path
I
P 100 150 n 250 300 350 400 450 500 Optimization
Generating Nodes Test Reset

FIGURE 5 A mapping to optimization process for settenvironments of an area vehi
navigation
Figure 6shows the generating random network space fordaofithe environment of the pe
distances and current traffic conditicThe experiment is to verify the effectiveness & faths
generated by gridetting scheme based on the proposed method aperfioemance is analyze

by comparison with another metts, e.g. Dijkstra andAalgorithm.
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4] Kuas = x

FSO OPTIMIZATION FOR VEHICLE FUEL CONSUMPTION

500
O ) ) u . Parameter sefting
450/ ° - e
O O m— ) No. of Coordinator
] [ —_— . L3 Nodes
400 m I - i
5 E | 50
350 O b | 3 —A - a Grid coordinates
N B k
N e .
300 a o 0O (0.0), (200,200
E - o B 0O
[H] .
250 ;
O 7 e 3 d g 0 Radius Range
O a . . 9
200 O it e | N N u]
B O | 99.99
150 X,
B \ |
O &8
100 E |
O O O \ Metwork Spaca Setting
50 ] O a4
|

0 100 150 50 300 350 Ann 450 500 Optimization

Generating Nodes

FIGURE 6.The GUI setting scheme experiment to verify theafeness of the patl
generated

TABLE 4. Thecomparison the proposed method, with the Dijkstra the A+ algorithn
methods in terms of quality performance evaluatooriime and fuel costs in single objective
consumption

Methods Ave time cost(h) Ave fuel cos
Dijkstra [11] 1.29 1.3x106L
Ax algorithm [12 1.26 1.3x16 L
The proposed FS 1.20 1.2x1G L

Tables 4 shows the results of the average obtaieast fuel consumption paths of f
proposed method are compared with the obtained Bgkstra(Chen, Shen, Chen, &Yang, 20
and A« algorithm (Lamiraux &Laumond, 200. methods. Fortunately, the proposed F¢
outperforms on the objective function for the gasm®lconsumption is better an the two
methods of Dijkstra and sAalgorithm. Figure7 shows the comparison of a mean of best s
values of the proposed FSO with the Dijkstra anx algorithm for fuel consumption.
Apparently, the proposed method also provides #teebperformare than those obtained

Dijkstra and A algorithm methods in terms of convergence sj

14
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The Fuel Wehicle Consumption Criteria
T T

I I
—&— Dijkstra
= A+ algorithm
—S— Proposed method

0.5

Average of Best Score So Far{fule cost)

0 i i | | |
0 50 100 150 200 250 300
Iterations

FIGURE 7. Graphical results of running the propoB8@® the optimal vehicle traveling by the
average convergence of the proposed method in qoewéh Dijkstra and A* algorithm
methods

7. Conclusion

In this paper, we presented a new optimization rdlgn namely FSO for the global
optimization problems and the vehicle fuel consuamptproblem. Applied communication
strategy based on the hybrid algorithms of Flondtiiation Algorithm (FPA) and Sine Cosine
Algorithm (SCA) for incorporation optimization algthms is considered in this proposed
method. The proposed FSO has provided the diveesignts and parallel computation in
optimization. It played a major significance in teelutions for the issue of losing the global
optimum in the optimal algorithms for optimizatipnoblems. The poorer solutions in FPA are
replaced with the best solutions in SCA and revémseworst solutions in SCA are substituted
with new finest solutions FPA.

In the simulation section, the environment of catreaffic condition, the path distances, and
the vehicle locations was modeled to the objedinetions and search agents are mapped to a
parsing solution in each iteration of a vehiclerétang during optimization. As the technology for
traffic navigation advances and moves from simpiprioved traffic signs and message boards to

automated online traffic information systems andiele specific route guidance advisories. A

15
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traffic navigation system equipped with Wirelessi s networks (WSN) and the vehicle
equipped with the Global positioning system (GP&) make up a grid network of vehicle
transportation.

The simulation result compared with the other atgors in the literature e.g. FPA, SCA and

particle swarm optimizer (PSO) shows that the psedd=SO increases the accuracy.
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