
Journal of Information Hiding and Multimedia Signal Processing ©2013 ISSN 2073-4212

Ubiquitous International Volume 4, Number 4, October 2013

A New Adaptive Steganographic Method Based on
Gradient Adjacent Prediction and Side-Match Vector

Quantization

Shiau-Rung Tsui1, Cheng-Ta Huang1

Department of Computer Science and Information Engineering
National Central University, Taiwan

Software Research Center, National Central University, Taiwan
hjovulvul1223@gmail.com, ppp0936@gmail.com

Wei-Jen Wang1,2

1Department of Computer Science and Information Engineering
National Central University, Taiwan

2Software Research Center, National Central University, Taiwan
National Central University, Taiwan

wjwang@csie.ncu.edu.tw

Receied February, 2013; revised April, 2013

Abstract. This study presents a new steganographic method that embeds secret data
into a cover digital image using VQ encoding. The core concept of the proposed method
uses the gradient adjacent prediction (GAP) algorithm, which enhances prediction accu-
racy of neighboring blocks in SMVQ encoding. To embed secret data into the cover image,
the proposed method utilizes the features of GAP to decide the capacity of the secret data
per pixel in a block. It then embeds the secret data accordingly. It also embeds an index
value in each block to ensure that the secret data can be recovered back. The index value
points to the closest codeword of a state codebook to the encoding block, where the state
codebook is generated by GAP-based SMVQ. The result shows that the proposed method
has better performance than a recent similar work proposed by Chen and Lin in 2010.
Keywords: Steganography, Gradient adjacent prediction (GAP), VQ, SMVQ

1. Introduction. Steganographic methods for digital images have been widely studied
in the last decade. They employ various encoding techniques to embed secret data into the
cover image, and to produce the stego-image carrying secret data. Those methods have
been used in many types of applications, such as watermarking and secret communication.
Encoding techniques used in those methods can be assorted to three kinds of technique
domains - the spatial domain [1-5], the frequency domain [6-8], and the compression
(substitution) domain [6], [7], [9-13]. Each technique domain has different features. For
example, the spatial domain usually offers large embedding capacity for secret data and
excellent visual quality for stego-images, but may not pass statistical steganalysis. On the
other hand, the compression domain performs better in statistical steganalysis, but may
produce less embedding capacity for secret data and lower visual quality for stego-images.
As for the frequency domain, a method of the domain is usually used in watermarking
applications since it is more robust against image distortion attacks.
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This study focuses on developing a new steganographic method in the compression
(substitution) domain. The most popular technique in this domain is to use an algorithm
based on vector quantization (VQ) [14], to encode the cover image along with the secret
data. The VQ uses a codebook to quantize an image to non-overlapping blocks of 4×4
pixels. In VQ, each block in the image is replaced by a short index value, which points to
a codeword of the codebook and the codeword can best represent the block. Side match
vector quantization (SMVQ) [15] is a VQ-based encoding approach that is also popular in
image steganography. It is based on the observation that neighboring pixels are usually
similar. The property can be utilized to construct state codebooks using smaller index
size to improve compression rate, which can create larger capacity for embedding secret
data. The gradient adjacent prediction (GAP) algorithm [17] can be used to improve
SMVQ compression. It uses seven neighboring pixels to predict what the current encod-
ing/decoding block should look like. Each successful prediction can potentially improve
the compression rate of the SMVQ encoding method. This algorithm has the advantage
of being able to detect the feature of the vertical side and the horizontal side precisely.
This advantage can be used to improve the compression rate of SMVQ.
Most VQ-based steganographic methods produce VQ-based stego-images as the output;

some VQ-based steganographic methods produce raw image as the output. This study
focuses on the latter since the types of steganographic methods have much room for
performance improvement. In 2006, Chang et al. proposed an SMVQ-based method that
produces raw images as the output stego-images [11]. To encode a block, the method uses
the two closest codewords to the block in the codebook, and constructs a substitute block
by applying an adjustable weight ratio to the two closest codewords. A secret bit can be
embedded in each block by adjusting different ratios. In 2010, Chen and Lin proposed two
similar steganographic methods [13] that produce raw images as the output. It adopts
the least-significant-bit embedding approach [16] and the concept of codeword radius
from Chang et al.’s method. The methods, compared with prior similar studies, provide
significantly larger embedding capacity for secret data. This is because the methods can
embed multiple secret bits in each pixel of an image block.
Section 2.1 introduces Chen and Lin’s methods and their limitations. Section 2.2 intro-

duces GAP prediction and their spirits. Section 3 describes the proposed method. Section
4 summarizes the experimental results and makes comparisons to other methods. Section
5 draws the conclusions.

2. Related works. In this section, we will introduce two related works, Chen and Lin’s
method, and gradient adjacent prediction (GAP).

2.1. Chen and Lin’s steganographic method. In section 2.1, we will briefly introduce
the concepts of the two methods proposed by Chen and Lin [13]. Both the methods are
very similar and employ the same concept, the distance radius concept. That is, their
methods need to define a distance radius for each used codeword in the codebook. To
encode a block R, the method retrieves the closest codeword X to R and the closest
codeword Y to X from the codebook. The half of the distance between X and Y is the
distance radius of X, namely t. Any block value within the distance radius can be mapped
to X, which represents the same result of using SMVQ to map block R into a codeword.
Given the integer representation of the secret bits I, the encoded value X + I can be
extracted if I is smaller than t. This is because X + I is always mapped to X under
SMVQ encoding. The steganographic method proposed by Chen and Lin is described
below:

Input: Cover image G, Codebook C, Secret data S
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Output: Stego-image G′

STEP 1: Divide the image G into non-overlapping blocks of 4×4 pixels.
STEP 2: For each block R, do Steps 3 to 6.
STEP 3: If R is on the first row/column, do VQ encoding. If not, go to Step 4.
STEP 4: Do SMVQ encoding to establish state codebook.
STEP 5: Find the closest codeword X to R and the closest codeword Y to X in the
state codebook. Set v = [log2 (∥X − Y ∥ /2)] to be the largest embedding capacity for
each pixel of R.
STEP 6: Retrieve v bits of secret data, namely I, and then replace the least significant
v bits of X by the secret bits I. The block is saved in Z. Go back to Step 2 until all
blocks are processed.
STEP 7: Output Stego-image Z.

Chen and Lin proposed another aggressive encoding method based on the above stegano-
graphic method. They pointed out that, for a 4×4 block, the constraint for embedding v
bits per pixel is:

16(2v − 1)2 ≤ t2 (1)

Since the embedding is pixel-based, each pixel can embed different number of bits. As a
result, they proposed an aggressive encoding method, which finds the largest v and then
embeds one more bit (v + 1 bits) for the first k pixels of the block and v bits for the
remaining pixels of the block, such that the following equation holds.:

k
(
2v+1 − 1

)2
+ (16− k) (2v − 1)2 ≤ t2 (2)

2.2. Gradient Adjacent Prediction (GAP). The GAP algorithm utilizes the seven
known pixels to analyze the feature of a region of pixels, and then predicts what an
unknown pixel should be. Figure 1 demonstrates the concept of the GAP algorithm, in
which x is the pixel to be predicted and a ∼ g are decoded neighboring pixels. We use
six types of features to define a region of pixels: “sharp horizontal,” “normal horizontal,”
“weak horizontal,” “sharp vertical,” “normal vertical” and “weak vertical.” By applying
GAP prediction, the value of x′ can be calculated according to the following piece of code:

Input: Pixels a, b, c, d, e, f, g
Output: Predicted pixel x′, Feature F

dh = |a− e|+ |b− c|+ |b− d| //view of the horizontal differences
dv = |a− c|+ |b− f |+ |d− g| //view of the vertical differences
if(dv − dh > 80) {x’ =a, F=“sharp horizontal”}
else if(dv − dh < −80) {x’ =b, F=“sharp vertical”}
else if(dv−dh > 32) {x′ =((a+b)/2+(d-c)/4+a)/2, F=“normal horizontal”}
else if(dv−dh < −32) {x′ =((a+b)/2+(d-c)/4+b)/2, F=“normal vertical”}
else if(dv−dh > 8) {x′ =(3((a+b)/2+(d-c)/4)+a)/4, F=“weak horizontal”}
else if(dv−dh < −8) {x′ =(3((a+b)/2+(d-c)/4)+b)/4, F=“weak vertical”}
return x′ and F

For example (see Figure 2), a = 129, b = 155, c = 139, d = 153, e = 120, f = 82, g = 80
and original value x = 158. After calculating the feature of the pixels, dh = 27 and
dv = 146. From the branch condition of GAP algorithm, the feature of x is “sharp
horizontal” (146 − 27 = 119 > 80) that is almost located at the horizontal line. Finally,
the x’ is 155 which is very close to the original value x. According to the neighboring
pixels in first row and the second row, we can find out the difference directly. From the
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Figure 1. To predict pixel x using seven neighboring pixels a, b, . . . , g,
defined by the GAP algorithm.

pixels (82, and 80) in the first row and the pixels (139, 155, and 153) in the second row, we
also can easily figure out that the relationship is Horizontal by the human visual system.

Figure 2. An example of the GAP prediction

3. Proposed method. Traditional VQ encoding uses a codebook to encode an image
for the purpose of data compression. The SMVQ and GAP can be used to compress
the VQ-encoded image to a smaller representation. The proposed method uses all of
the techniques to encode the cover image along with the secret data. Since the proposed
method produces a raw image as the output, it does not need to follow the steps of SMVQ
and GAP encoding strictly. Our strategy is to leave the blocks in the first row/column
as they are, and then to perform SMVQ and GAP on other blocks.
We adopted the gradient adjacent prediction (GAP) algorithm [17] that uses seven

neighboring pixels to predict what a pixel should look like. Note that the GAP algorithm
is not a VQ-based encoding scheme. It can be used to replace the side-match concept of
the SMVQ.
Based on SMVQ and GAP, the proposed steganographic method can achieve higher

PSNR than what VQ/SMVQ encoding can achieve. In the embedding procedure, the
proposed method partitions the input image into blocks of 4×4 pixels. Then, it uses the
LSB method [19] to embed an index value, which points to the most similar codeword to
the block, into the first n pixels of each image block, where n = 1 ∼ 3. The remaining
pixels of the block are used to embed secret bits. To achieve this purpose effectively, it
uses GAP to decide the number of bits to be embedded. The following steps show how
the embedding procedure works:

Input: Cover image Z, codebook C, state codebook size 2k and secret data S
Output: Stego-image Z ′

STEP 1: Divide the image Z into non-overlapping blocks of 4×4 pixels.
STEP 2: For each block R, do Steps 3 to 7.
STEP 3: If R is on the first row/column, save R in Z ′ and go to bsck to Step 2.
Otherwise, go to Step 4.
STEP 4: Use GAP to predict what R should be and get R′. Generate a state codebook
SC by R′ and codebook C, and then use the state codebook SC to get an index value
pointing to the most similar codeword g.
STEP 5: Partition the index value (i.e. the size is k bits) into 1 ∼ 3 three-bit segments.
Use LSB to embed the segments into the first n pixels except the last segment. The last
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segment may not contain 3 bits because k is not dividable by 3. Assume the size of the
last segment is m. Embed m bits by LSB into the corresponding pixel.
STEP 6: The GAP algorithm labels the uppermost pixels and the leftmost pixels with
their property: “sharp”, “weak”, or “normal.”” Count the total number of each label
appeared in the block. If “sharp” dominates, retrieve four bits from the secret data and
embed them into each of the rest of the pixels. If “normal” dominates, retrieve and
embed three bits. Otherwise, retrieve and embed one bit. For each remaining pixel that
corresponds to the position p in the block, the embedding approach adds or subtracts the
value of the secret bits to the gp, depending on which operation results in better visual
quality.
STEP 7: Combine the pixels generated in Steps 5 and 6 to create a new stego-image
block. Save the block in Z ′. Go back to Step 2 until all blocks are processed.
STEP 8: Output stego-image Z ′.

The secret data extraction procedure uses GAP to generate a state codebook for each
image block, and uses LSB to restores an index value from the first to the third pixels.
Then we use GAP to calculate the number of secret bits we had embedded in each of the
remaining pixels. The secret data extraction procedure is described below:

Input: Stego-image Z ′, codebook C and state codebook size 2k

Output: Secret data S
STEP 1: Divide the stego-image Z ′ into non-overlapping blocks of 4×4 pixels.
STEP 2: For each block R, do Steps 3 to 7.
STEP 3: If R is on the first row/column, do nothing and return to Step 2. Otherwise,
go to Step 4.
STEP 4: Use GAP to predict what R should be and get R′. Use R′ and codebook C to
generate a state codebook SC.
STEP 5: Retrieve [k/3] three-bit segments from the least significant three bits of the
first [k/3] pixels except the last segment. Read only kmod 3 bits from the corresponding
pixel that embeds the last segment. Recover the index value and obtain the codeword g
of the block.
STEP 6: Use GAP to see which property (“sharp”, “weak”, or “normal”) of block R′

dominates. If “sharp” dominates, retrieve three secret bits s from each of the rest of the
pixels. If “normal” dominates, retrieve two bits. Otherwise, retrieve one bit. For each
remaining pixel h that corresponds to the position p in the block, the retrieval procedure
calculates the absolute difference between the gp and h, and then gets the secret bits s.
STEP 7: Append s to S. Go back to Step 2 until all block are processed.
STEP 8: Output secret data S.

4. Experimental results. We have conducted some experiments to evaluate the perfor-
mance of the proposed method, and show the results in this section. We used six 512×512
gray-level images for performance evaluation -“Lena,” “Baboon,” “Sailboat” “Pepper,”
“F16,” and “Boat,” as shown in Figure 3. In the experiments, we used two different
codebooks, one with 256 codewords and the other with 512 codewords, respectively. The
codebooks are generated by the LBG algorithm [18], given many images for training.

Table 1 and Table 2 show the visual quality of the testing images, encoded by VQ,
SMVQ, and GAP-based SMVQ respectively. The results of Table 1 and Table 2 are
generated by using a codebook of 256 codewords and a codebook of 512 codewords,
respectively. Note that the visual quality of an SMVQ-encoded image is always worse
than the visual quality of a VQ-encoded image. However, a GAP-based-SMVQ-encoded
image can potentially achieve better visual quality than a VQ-encoded image because we
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use raw image blocks in the first row/column. Generally, a GAP-based-SMVQ-encoded
image has better visual quality than an SMVQ-encoded image in terms of PSNR. The
improvement comes from the accurate prediction scheme of GAP. From Table 1 and Table
2, we found that GAP-based SMVQ could enhance SMVQ image quality.

Figure 3. The six test cover images, each of which has a size of 512×512 pixels

Table 1. Image quality in terms of PSNR for different compression strate-
gies, given different sizes of state codebooks and a codebook of 256 code-
words.

Table 2. Image quality in terms of PSNR for different compression strate-
gies, given different sizes of state codebooks and a codebook of 512 code-
words.

In Table 3 and Table 4, we can see that all the embedding capacity values are close,
and so are the visual quality values, given different sizes of state codebook and different
codebooks. Although the difference is small, we still can find that the visual quality goes
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up as the size of the state codebook increases if we are given the same codebook. On the
other hand, the embedding capacity decreases as the size of the state codebook increases.
Note that the embedding capacity is the same for state codebook sizes 16 and 32. This is
because our method decides the number of pixels for embedding an index value by [k/3] ,
given the state codebook size 2k. For example, a state codebook with 28 codewords should
be partitioned into [(log28)/3] segments, implying the use of the first pixel to embed the
index value. When the size of the state codebook doubles, we need [(log216)/3] segments,
implying the use of the first two pixels to embed the index value.

Table 3. The visual quality in PSNR and the embedding capacity (EC) in
bits of the stegoimages produced by the proposed method, given different
sizes of state codebooks and a codebook of 256 codewords.

Table 4. The visual quality in PSNR and the embedding capacity (EC) in
bits of the stegoimages produced by the proposed method, given different
sizes of state codebooks and a codebook of 512 codewords.

Table 5. Comparison of the proposed method and Chen and Lin’s method
[13], given the state codebook size of 16 codewords and a codebook of 512
codewords.
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Table 6. The visual quality in PSNR and the embedding capacity (EC) in
bits of the stego-image Lena using different embedding capacity for “Sharp”,
“Normal”, and “Weak” blocks, given the state codebook size of 16 code-
words and a codebook of 512 codewords.

To show how good the proposed steganographic method is, we compare the proposed
method with Chen and Lin’s first steganographic method, which is proposed in [13]. We
do not compare ours with Chen and Lin’s aggressive embedding method (the second
method) in [13] because it is not applicable to all images, as explained in Section 2. The
comparison results are shown in Table 5. The proposed method achieves better visual
quality for all testing images. The average improvement rate is 2.5% better. As for
the embedding capacity, the proposed method achieves significantly larger embedding
capacity. The embedding capacity provided by the proposed method is 28% better. The
results indicate that the proposed method is a much better steganographic method in the
compression domain.
To optimize the image quality and embedding capacity, we can adjust the embedding

capacity strategy according to the property of a block, defined by our GAP algorithm.
We found that, the embedding capacity for different types of blocks should range from
5 bits to 1 bit. This is because, when the embedding capacity per pixel is larger than 5
bits, the image quality of the stego-image is unexpectedly worse than the image quality
of the corresponding SMVQ-GAP image. Table 6 shows the results of embedding secret
data into image Lena, given the state codebook size of 16 codewords and a codebook of
512 codewords. The results show that, we can adopt an aggressive approach to embed
more secret data into a cover image since the GAP setting does not affect the stego-image
quality significantly. In addition, we can increase the total embedding capacity of a cover
image by increasing the embedding capacity per pixel for the three types of image blocks,
defined by our GAP algorithm.
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Figure 4. The AUMP LSB Detection values of the six test cover images,
the corresponding SMVQ-GAP images, the corresponding stego-images of
our proposed method, the corresponding 1-bit-LSB stego-images, and the
corresponding 2-bits-LSB stego-images.

From the security perspective, we have tested our stego-images by utilizing AUMP
LSB detector [20] which has better detection ability than Chi-square[19]. An adaptive
Asymptotically Uniformly Most Powerful (AUMP) test is a statistical hypothesis test
designed to decide if a natural image contains hidden secret data. This test maximizes the
detection probability of hidden bits, independently of the image parameters and whatever
the hiding rate.

In AUMP LSB detection policy, the difference of AUMP values between cover image and
stego-image indicates whether the secret data is detected. In Figure 4, we can observe two
advantages of our proposed method. First, the AUMP detection values of our method
are very close to the AUMP values of the cover images when compared with the LSB
stego-images. Second, the SMVQ-GAP images (without any hidden secret data) have
larger AUMP values than our stego-images. This implies that the AUMP test cannot tell
whether an image is either compressed by the SMVQ-GAP or encoded by the proposed
method, or simply a nature image such as Baboon and F16.

5. Conclusion. In this paper, we proposed a steganographic method based on SMVQ
and GAP. The proposed method can embed huge amount of secret data, and yet maintain
good visual quality for the stego-images. The key idea of the proposed method is to utilize
the first to the third pixels of an image block, depending on the state codebook size, to
embed a GAP-adjusted SMVQ index. The index is used to calculate and to recover the
embedded secret bits in the remaining pixels of the block. The experimental results show
that the proposed method has significantly larger embedding capacity for secret data and
better image quality than a prior method proposed by Chen and Lin [13] in 2010.
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