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ABSTRACT. Extracting the segmentation of moving regions in image sequences in real-
time is a preliminary stage for many computer vision tasks such as video camera surveil-
lance and human-machine interface communication. A typical method for real-time mov-
ing region detection is background subtraction. The first step is to construct a background
model. Numerous background models have been introduced to solve this problem for dif-
ferent requirements. The most efficient one is Gaussian mizture model, but it still exists
some problems. This paper discusses old modeling methods and proposes a new method
base on chromatic channels to construct a background model. By reviewing the existing
background update equations, we find some inappropriate points and take some modi-
fications. This makes the method adaptive more accurately to a changing environment
without consuming too much time. The result reveals that our improved method is effi-
cient and well-performed.
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1. Introduction. A fixed position camera is a typical application in many visual surveil-
lance systems. In the past, it is limited by computer calculating ability to process video
sequence. As a result, many systems are slow and can not process images in real time
or only available in a restricted condition. But now, the performance of computers, as
the prediction of Moore’s law, is growing fast. This makes it possible to design a more
complex, efficient, robust and universal background model for analyzing video streams in
real time.

The simplest way to gain foreground moving areas is to store a reference image which
is generated by calculating the mean of former N frames which contain no moving objects
in the scene first. Then subtract the reference image from the new coming frame to get
a set of differential values. Finally, set a threshold value to separate the background and
foreground pixels. The result is presented as a binary image mask, in which 0 represents
the background and I represents the foreground. This method encounters many prob-
lems such as the difficulty of getting definitely clean reference images and the omission
of new background objects. The background objects moving after the training period
and the foreground motionless objects during the training period would be considered as
permanent foreground objects. In addition, the frequently changing illumination caused
by daylight or clouds also impacts the accuracy [1]. Ridder et al. [2] used the Kalman
filtering theory to build a background model which recorded the illumination changes of
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each pixel. It is a recursive method, so they took many parameter corrections to make
the system robust enough for the light changing in the environment. While this method
employed the automatical threshold adaption, it still recovered too slowly to handle the
multimodal background model. Elgammal et al. [3] processed each pixel by a kernel es-
timator. Kernel exemplars were extracted from a moving window. They also introduced
a method to reduce the result of small motions by bringing in a spatial coherence. It
was done by comparing simply connected components with the background model of its
circular neighbourhood. Grimson et al. [4, 5, 6] employed an adaptive nonparametric
Gaussian mixture model to solve these problems. Their model could also suppress the
effect of small repetitive motions such as moving branches or leaves of trees and small
camera movements. P.KaewTraKulPong et al [1] proposed an improved Gaussian mixture
model. They began to estimate the Gaussian mixture model by expected sufficient statis-
tics update equations. Then they switched to L-recent window version update equations
when the first L recent samples were processed. It raised the speed of adaption in the
means and the covariance matrices. They also introduced a method to detect moving
shadows. Zivkovic [7] also employed an improved method to cancel the influence of the
prior video frames. His algorithm could adjust the distribution number as needed. In this
way, the processing time of per frame is reduced.

Our background model is based on Grimson et al.’s [4, 5, 6], P. KaewTraKulPongetal
et al.’s [1] and Zivkovic’s methods|7], so in Section 2.1 and Section 2.2, we review their
methods respectively, while our method is presented in Section 2.3. In Section 3, we
present some experiments and compare results. In Section 4, we draw the final conclusion.

2. Modelling Methods. In this Section, we will discuss Stauffer et al.’s work [4, 5, 6]
and KaewTraKulPong et al.’s work[1] and Zivkovic’s work[7] below. They all introduced
a modelling method for backgrounds based on mixture Gaussian models. The model
builds K Gaussian distributions for each pixel and each Gaussian segment represents a
possible pixel value distribution. For distinguishing the significance of each Gaussian
segment, they designed a weight parameter for every segment of each pixel which reflects
the probability of that segment appearing. Then they selected the highest B probable
segments as background distributions which order by fitness value. The pixel value stays
longer, the more possible it belongs to the background. A pixel belonging to static objects
in the scene tents to generate some tight distributions, on the contrary, a pixel of moving
object lean to generate some loose distributions due to the different reflecting surfaces
during the movement. To ensure the method worked continuously and adapted to the
light changing or small repetitive motion, they applied an update strategy. When a new
frame is coming, all pixels values are compared with their respective existing Gaussian
segments. All segments will be updated and then judge whether the pixel is foreground
or not. If no match segment is found, a new Gaussian segment will be created using
the unmatched value as mean and two initial values as variance and weight parameter
respectively. Then this pixel will be regarded as foreground at that time.

2.1. Gaussian Mixture Background Model. Every pixel in a frame is modelled by a
mixture of K Gaussian distributions. At any time ¢, for a pixel at (z, y), which represents
z row and y column [4], its history values set is:

(X1, Xa} = {I(2,,0),1 <i <t} (1)

Where [ is the image sequence. The probability of this pixel value appearing in time ¢ is:

P(X;) = Z win( Xy, i, 01‘2) (2)
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Where w; is the estimate of weight of the i — th Gaussian segment. n(X, p;,0?) is the
Gaussian Distribution probability density function of ¢ — th segment:

1 —(X—p)?
e 2t (3)

U(Xtyui,af) =
2o

Where p; is the mean and o; is the variance of ¢ — th segment.

All distributions are ordered by the parameter called fitness value which equals to 2*
. It is an effective order reference, because the value increases when the weight increased
and the variance decreases [7]. The first B segments are chosen as the background model,
where B is:

b
B=arg mbin(z wy, > T) (4)
k=1

Where T is a threshold of the minimum part of the data that should be regarded as
background model component. Background subtraction is executed by comparing every
pixel with each distribution. If one pixel value is in 2.5 standard deviations of any of the
B distributions, that pixel is estimated as background. Otherwise, it will be considered
as the foreground of the scene.

If current pixel value matches one of existing distributions, all segments will be update
by the equations:

5
6
7
8

Wi = (1 — )Wy + @O; 111
Higs1 = (L= p)se + pXiga
8i2,t+1 =(1- ,0)81'2,75 + p( X1 — ﬁi,t)z
p = an(Xi1, Hits a‘,t)

(5)
(6)
(7)
(8)

9)

0. 1 if w;; is the first matched distribution
"7 10 other

where w;;, j1;; and 7;; is the estimation weight ,mean and variance of i-th Gaussian
segment respectively. « is a constant which reflect the learning rate of this background
model.

When a value matches none of existing distributions, it will substitute the last dis-
tribution for a new one which composes of a mean equaling that value, a default initial
variance and an initial weight. As an unsupervised learning algorithm, only 2 parameters,
T and «, need to be preset before processing the video data. For example, if a new object
invades into the scene, pixel values in invaded regions change violently, which causes that
pixels match small weight segment or even none, so these regions are marked as a part of
foreground. If an object maintains in static state long enough, its weight exceed (1 — T')
and then it can be regarded as a piece of the background. Reviewing update equations, we
can figure out that the object must stay in static state for approximate log,_, 7" frames.
For example, for T'= 0.7 and a = 0.005 we get 71 frames.

2.2. Improved Gaussian Mixture Model. Though the Gaussian Model is robust as
how it is explained to be in papers [4, 5], it exists a vast promotion roomage. P. Kaew-
TraKulPong et al introduced an improved model in [1]. Their estimating of mixture model
started by expected sufficient statistics update equations. Then it switched to L-recent
windows version after the first L frames had been processed. The initial estimate improves
both the accuracy of the estimation and the performance of the tracker allowing fast con-
vergence to a stable state. The L-recent step gives priority over recent data therefore the
background model can adapt to changes of scene quickly.
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Their expected sufficient statistics update equations(first three) and the L-recent win-
dow equations(next three) are shown below:

N N 1 N
W1 = Wiy + N—_H(Oi,tJrl — Wi y) (10)

~ ~ O, ~
Mit+1 = it + %(Xt—i-l — Thiz) (11)

k=1 Oiyt
~92 ~2 Oz‘,t+1 X ~ \2 ~2 12
Ojit1 = Ojp T T(( t+1 — Ni,t) - Ui,t) (12)
k=1 Oi,t
N N 1 N

Wi 41 = Wi + Z(Oz’,tﬂ — Wiy) (13)

- . 1 041X -
i1 = iz + Z(M — Hiy) (14)

Wi t+1

" R 1,01 (Xep1 — ig)*
UitJrl = 0-1'2,t z( : - ‘71:2,15)

- (15)
Zoran Zivkovic proposed another improved Gaussian model [7]. He added a parameter
cr which was defined as a prior evidence support coefficient. They started with one
component centered on the first sample and new components were added as required.
For example, for a chosen o = 1/7T you could require that at least ¢ = 0.01 * 7" samples
support a component and you get ¢ = 0.01. His recursive update equations are:

Wi g1 = Wiy + (O 41 — Wiy) — acy (16)
~ . aO; -
Mig+1 = Mit + —= Lt (Xt+1 — Hig) (17)
Wy t+1
Oj41 = Ojp + —= (X1 — fi)” — Ui,t) (18)
Wit+1

2.3. Our Multi-Channel Mix Background Model. As we can see, the previous up-
date equations of background model contain some complex components which decrease
the calculating speed. For example, p = an(Xy, ju;,0?) consumes much time, so we will
replace p with a because of its weak impact. Another weakness is that the previous mod-
els all constructed the Gaussian distributions based on only one channel value, but most
mainstream surveillance systems provide chromatic video streams. So taking advantage
of rest channels will enhance the performance of the algorithm.

In our model, only the matched one is updated at one time and other segments maintain
the last state. The multi-channel update equations are shown below:

W1 = Wiy + a(l — W) (19)
Pitr1 = Mit + a(Xep1 — Hig) (20)
0Ly = 0y + (X1 — Jig)? — 074) (21)

For a pixel, if it contain R, G, B three channels, X; = (241, 242, 7:3)", our method will
record and update mean and variance of all channels using equations above but only one
weight for each pixel. When a new sample frame comes, the judging criteria is:

C C

Z(xt+1,c - ﬁt,c)2 < Tvar Z 830 (22)

c=1 c=1
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F1GURE 1. The first column presents origin images at 50th, 100th frame
respectively, the second column is the result using Zoran Zivkovic’s method
and the last column is the result of ours

and the fitness value is calculated by:

fitness = B — (23)

C  ~
Zczl O-g
where C'is the total channel number of the video stream and T, is the variance threshold

constant(In ours algorithm we choose 3?). After the update procedure is completed, the
sum of weights may not equal to one. To deal with it, our algorithm do a normalization.

3. Experiments. In this section, we analyze the performance of our algorithm. The
maximum number of Gaussian segments N is configured to 5, the update learning rate o
is set to 0.005 and the background weight threshold 7' is set to 0.7.

We select a fragment of real surveillance indoor scene image sequences to test our
model. This scene contains the variable light casting from the window at the end of the
corridor and many pedestrians walking from one side to another side or going into the
door at right. Compared with the algorithm of Zoran Zivkovic [3], our model detects the
foreground objects more accurately and Zoran Zivkovics exists more noise pixels. Four
image samples are presented in Figure 1 and Figure 2, two pedestrians, one pedestrians
at left, no people, one pedestrians at right respectively. The resolution of this video is
960x576 and the running environment is a 2.93GHz Intel E7500 PC. Every frame consumes
about 50 milliseconds and Zoran Zivkovic’s consumes about 26 milliseconds.

4. Conclusion. In this paper, we propose a new background model method for multi-
channel image sequences based on Stauffer et al and rebuild a real-time update scheme for
tracking the moving things. Our method only need two preset parameters, background
learning rate « and threshold 7', as same as many other background subtraction algo-
rithms. We compare ours with another improved Gaussian mixture model proposed by
Zivkovic. The results show that ours perform better. Though the consumption of time is
higher, about 20 frames per second, it is enough for real-time tracking.
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F1GURE 2. The first column presents origin images at 300th, 650th frame
respectively, the second column is the result using Zoran Zivkovic’s method
and the last column is the result of ours
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