Journal of Information Hiding and Multimedia Signal Processing (©2016 ISSN 2073-4212
Ubiquitous International Volume 7, Number 2, March 2016

Extremely Randomized Clustering Forest Based
Scene Recognition Algorithm in Mobile Devices

Xiangdong Yin

School of Electronics and Information Engineering
Hunan University of Science and Engineering
Yongzhou City, Hunan Province, 425100, China
yinxiangdongxz@163.com

Linping Tang

College of Mathematics and Econometrics
Hunan University
Changsha City, Hunan Province, China
274405911Qqq.com

Na Wang

College of Media
Hunan University of Science and Engineering
Yongzhou City, Hunan Province, 425100, China
164492803@Qqq.com

Received October, 2015; revised November, 2015

ABSTRACT. With the development of embedded systems and image processing techniques,
more and more users apply mobile devices to take photos. In order to recognize scenes
with these mobile photos, we proposed an extremely randomized clustering forest based
scene recognition algorithm. Firstly, we introduced a gravity-aware feature in traditional
SIFT feature descriptor. After extracting feature descriptors for all images, we used ex-
tremely randomized clustering trees to classify feature descriptors into categories. While
generating trees, we proposed an improved leaf nodes spliting algorithm. Finally, we used
support vector classifier and geometric calibration for supervised learning. The experi-
ments show that, our proposed method is not only more efficient but also more effective
than the SIFT and SURF descriptors.

Keywords: Mobile computing, Scene recognition, Extremely randomized clustering for-
est, Support vector machine.

1. Introduction. Recently, with the development of hardware and mobile computing
techniques, the price of mobile devices, e.g. smart phones, decreases sharply. More and
more users take images (photos) with their mobile devices, and upload these images to
Internet according to the wireless communication techniques. There are a lot of image
sharing Websites, such as Flickr and Facebook, and each of them has a huge image
resource database. Therefore, how to recognize objects with these images efficiently and
effectively is an important research topic [1, 2]. However, the images photographed by
mobile devices are easily affected by lighting, scale, visual angle, noises of background,
occlusion and so on, and this poses a huge challenge for recognizing objects in mobile
environment [3].
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There are two kinds of image recognizing methods for mobile devices. The first method
is based on the idea of sensors and Client/Server [2]. Here, some simple image processing
processes, such as image capturing [4], feature description [5, 6], feature extraction [7, §]
and location [9], are processed on mobile devices with all kinds of sensors, and complex
processing processes, that require massive computation and memory, are executed on a
server. This kind of method is easily affected by wireless communication [10], and has
very poor performance when the wireless network congests. The other method decreases
the complexity of computation and storage of feature descriptors based on the idea of
compression [11, 12]. Here, every image is described as a feature vector, and the Hamming
distance is applied to compute the similarity between two feature vectors. With the
increase of compression ratio, the recognition precision of this method decreases, and
thus some auxiliary algorithms, such as space and geometry consistencies, are required to
improve the precision.

As mobile devices are usually integrated with gravimeter and/or gravimeter, in this
paper we introduced a gravity-aware feature into traditional SIFT feature descriptor, and
proposed an extremely randomized clustering forest based scene recognition algorithm
with the gravity-aware feature descriptors.

The rest of the paper is organized as follows. In section 2, we reviewed related works
about feature descriptors in mobile devices. In section 3, we presented our extremely ran-
domized clustering forest based scene recognition algorithm. Experiments and conclusion
are given in sections 4 and 5 respectively.

2. Related works. In this section, we will review related works about scene or object
recognition in image processing. Object recognition can be divided into feature descrip-
tion, feature extraction and feature matching.

2.1. Feature description. The purpose of feature description is to represent an image
as a series of features, which are invariant to rotation, scaling, lighting, transformation
and so on. There are several local feature description methods, such as scale invariant
feature transform (SIFT) [13], speed up robust features (SURF) [14] and binary robust
independent elementary features (BRIEF) [15]. The SIFT descriptor is invariant to many
image operations, e.g. rotation, scaling, lighting and transformation, but it needs longer
execution time and more memory. The SURF descriptor has good performances on both
time and space usages, and is also robust to many image transformations, but the object
recognition rate is lower than the BRIEF descriptor. In addition, both efficiency and
object recognition rate of the BRIEF descriptor are better than SIFT and SURF. However,
all of these feature description methods needs massive computing and storage resources,
and thus cannot be applicable to mobile devices.

2.2. Feature extraction. Feature extraction (or called feature detection) exacts fea-
ture pattern from massive images. Mair et al. [16] proposed an adaptive and generic
accelerated segment test algorithm, short for AGAST, for detecting multi-scale corners
in images. AGAST detects corners by building pixel-similar binary decision tree, and
is repeatable for detecting corners while images are given. Leutenegger et al. [17] pro-
posed a binary robust invariant scalable keypoints feature detecting algorithm, short for
BRISK, and this algorithm detected changes of grayscale between neighbour regions in a
continuous space, and let the obvious changes of grayscale be the local features. Rosten
and Drummond [18] proposed the features from accelerated segment test, short for FAST.
FAST ascertains feature points via the lighting relationships between the center of a cycle
with its neighbour points, and has the advantages of quicker detecting speed and lower
memory usage, so it is applicable to many practical situations.
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2.3. Feature matching. Classical feature matching methods include brutal force algo-
rithm, approximating nearest neighbours by clustering images, e.g. KD-Tree [19] and
K-means [20], and Bayesian posterior based methods, e.g. R-Tree [21] and Ferns [22].
Both R-Tree [21] and Ferns [22] classify feature points by maximizing the posterior of
training feature points. In order to build a more accurate decision tree, R-Tree and Ferns
need massive training samples, and consume lots of memory while training. They can only
be applicable to single scene recognition, and cannot be applicable to object recognition
for multiple scenes in mobile devices because of the constraints of computing ability and
storage. Both KD-Tree [19] and K-means [20] build decision trees via clustering methods.
According to clustering, they can reduce the number of comparison between samples,
need less training samples, and thus is much more applicable to mobile devices.

2.4. Algorithms on mobile devices. Object recognition algorithms on mobile devices
are usually based on the above algorithms. Wagner et al. [23] studied the recognition
and tracking for natural scenes and objects on smart phones by revising the SIFT and
Ferns algorithms. Although their algorithm is real time, but only supports several fixed
scenes. Chen et al. [24] implemented a SURF based system for matching images on smart
phones. Their system is simple, and can be applicable to many scenes, but the matching
speed is very low for high resolution images. Gu et al. [25] developed a mobile application
of augmented reality based on J2ME. This application can be used to recognize scene in
real time and augment 3-dimension display of overlapped objects, but the disadvantage
is that, it is based on markers and depends on natural environment.

3. Extremely randomized clustering forest object recognition algorithm. In
this section, we introduce how to recognize objects in mobile devices with extremely
randomized clustering forests. We first build feature descriptors for images with the
gravity aligned feature descriptor, then propose an extremely randomized algorithm for
clustering feature descriptors of objects, and finally apply support vector classifier and
geometric calibration to learn parameters of model.

3.1. Building feature descriptor. Kurz et al. [26] proposed the gravity aligned feature
descriptor, and this kind of descriptor is an improved feature descriptor of SIFT by adding
gravity. If we introduce an angle 6, then the gravity-aware SIFT feature vector is V =

(v1,v9, -+ ,v198,0). While comparing between two gravity-aware SIFT feature vectors,
we compute |01 — 0o first; and if it doesn’t exceed the threshold, then we compare feature
descriptors.

In mobile devices, acceleration sensors provide the direction of gravity for each image,
and this can be described as g = [g;, gy, g:]*. Usually, g is normalized with ||g|| = 1, and
the gravity direction d = [d,, d,, 0] of p = [u,v, 1] can be computed as follows:

d=p —p, (1)
where p’ = [v/, v, 1], and the parameter K in a camera is a 3 X 3 matrix, and satisfies

wu',wv',w] = p + Kag. (2)

In equation 2, g = [gs, gy, 9-]" can be acquired with acceleration sensor of a mobile
Ju 0 pu

phone, and K = | 0 f, p, |, so the direction of gravity of p can be approximated
0 0 1

with the following equation.

d= [gz(pu —u) + fufe, 9-(Po — V) + JoGys 0] (3)
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In equation 3, [py, p,] is the center of camera, f, and f, are the focal lengths of horizontal
and vertical axis. So, the angle 6 can be computed as follows:

dy
0 = arctan(d—). (4)
3.2. Building forests with extremely randomized clustering. After building fea-
ture descriptors for all images, we build extremely randomized forests [27] for category
attributes of feature descriptors, and this process is a clustering process.

3.2.1. Generating trees. During the generation of trees, we use the Shannon entropy to

decide whether or not to split a node. The computation of Shannon entropy is in equation
5.

2 X ICT(L)
Sc(L,T) = ’ 5
olL.T) He(L) + Hr(L) )
where He(L) is the entropy of category distribution in training data L, and can be
computed as follows:

Ho(L) == —log,—~, (6)
ceC
where L is the labeled feature descriptor set, n is the number of feature descriptors in L,
n. is the number of feature descriptors belong to category c. At the same time, the split
entropy Hr(L) is
2
Ne Ne
Hpr(L)=— — —.
(L) == ~flog,— (7)
P=1
Based on the entropy of a set, the information gain of a split can be computed as

follows:
2

Ioq(L) = Ho(L) =)

p=1

When the uncertainty of each subset L; is 0, then the information gain of entropy Icr(L)
is maximum.

p

L Ho(Lp). (8)

3.2.2. Splitting nodes. During the generation of extremely randomized trees, each node
is randomly selected to split, so that all trees and all nodes in a tree are independent.
Therefore, the clustering results of extremely randomized trees can be reinforced. At the
same time, in order to keep the clustering accuracy of each tree, we must set a threshold
for splitting. When the entropy of a split exceeds the threshold, we do the split. However,
the number of candidate splits is limited, and in some nodes the entropy of all splits may
be less than the threshold, so we need also split the nodes whose splitting results are
not so good, and the direct effect of this phenomenon is longer training time and lower
clustering accuracy.

In this paper, in order to split the nodes uniformly and randomly, we add balance factors
in the splitting process. The addition of balance factors doesn’t increase the computing
complexity. We randomly select the numbers of both left and right sub-trees by statistics,
and use the absolute value of their difference as balance factor. The aim of selecting
balance factor is minimizing the differences of numbers of left and right sub-trees, and
this can be described with equations 9 and 10.

balance; = |count(Rjef) — count(Ryignt)|, i = 1,- -+, MaxIter, (9)
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where count(Ryep:) and count(R,;gn:) are the descriptors of left and right sub-trees splitted
respectively, ¢ is the number of tried splits, MazIter is the maximum number of tried
splits, and balance; is the balance factor of the i-th tried split.

Vi,2=1,---, MaxlIter,

if S; < Spin, find(balanceyy,), (10)
if S; > Smin, find(balance.),

where S; is the entropy of the i-th tried split, S,y is the threshold of minimum entropy of
splits, balancey are all balance factors, balance, is the balance factor that exceeds S,in,
and find(-) is the splitting condition on finding minimum balance factor.

If the entropies of all randomly splits are less than the threshold, we select the splitting
condition that has the minimum balance factor; if there are several entropies that are
bigger than the threshold, we also select the splitting condition that has the minimum
balance factor; and if there is only one splitting condition whose entropy is bigger than the
threshold, then we select this splitting condition. After selecting the splitting condition,
we split node under the selected condition, and make sure that the distribution of the
splitted nodes is an approximately normal distribution.

3.2.3. Improving differentiation of leaf nodes. In original extremely randomized trees,
when all feature vectors of a node belong to the same category, then the splitting is
stopped and a leaf node is created. In this paper, by introducing the angle 6 between
direction of gravity with local direction of an image we fine-tune the feature descriptor,
and thus improve the ability to classification.

For feature descriptors from different images, even though they have the same feature
vector, their angle between direction of gravity with local direction of an image is different;
and for feature descriptors belong to the same category, they not only have different feature
vectors, but also have different angles. So, we re-cluster leaf nodes after adding the angle
f, and this can make sure that similar angles are classified into the same sub-node. The
clustering standards are described as equations 11 and 12.

count(R)
2
where L is denoted as all feature descriptors of a leaf node, sort(L(#)) is the descending
order of leaf nodes according to their angles, R is the feature descriptor of leaf node after
sorting, count(-) is the number of feature descriptors of a leaf node, mid is the number of
the median, and R,,;4(0) is the angle of feature descriptor in the median of a leaf node.

splitAngle = R4(0), mid = ;and R = sort(L(0)), (11)

n=1,--- count(S),

. | Ry, = Riept| R, (0) < splitAngle (12)
split(L) = { R, — Ryignt|Rn(0) < splitAngle

where Rj.p and R,;gn are the left and right sub-trees of leaf node respectively, R,(f) is
the angle of the n-th node in all leaf nodes after sorting.

When the leaf nodes are sorted, if the angle of a node feature descriptor is less than
splitAngle, we add the node to its left sub-tree; and add the node to its right sub-tree,
otherwise. Figure 1 illustrates the splitting flowchart of a node. In the figure, the cycles are
leaf nodes generated by extremely randomized clustering forests, the part below dashed
line describes details about generation of new leaf nodes.

When processing queries about an image, we generate all feature descriptors with ex-
tremely randomized clustering forests, count the number of occurrences for each leaf node,
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SVM classifier
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F1GURE 1. The flowchart of node splitting

and build a statistical histogram. After that, we classify these histograms with the support
vector classifier. Details about how to split leaf nodes are in algorithm 1.

3.3. Classification and geometric calibration. Support vector machine (SVM) [2§]
is an efficient and effectively statistical method for classification and regression tasks. In
this paper, we use support vector classifier to classify the extremely randomized clustering
forests, and details about support vector machine can be seen in [28].

After classifying all images, we do geometric calibration [29] for each category. We
compare the gravity-aware SIF'T vectors between the query image with the centroid of
each image category, and match the two images by computing their Euclid distance. If the
Euclid distance is less than a fixed threshold, we assume that they match; and otherwise,
we assume that they don’t match. During geometric calibration of the matched feature
descriptor, we delete the wrongly matched images, and further match the results. By
setting the minimum matching threshold, we compare the remaining feature descriptors
with the minimum matching threshold. If the comparing result is bigger than zero, then
we think this classification is correct; and otherwise, we think it isn’t correct, and then
there is no matching image.

4. Experiments.

4.1. Experimental setup. The mobile platform that we use in our experiments is a
smart phone, which includes a 1024MHz CPU, 1.5GB memory and a 32GB MicroSD
running on Android 2.3. In the experiments, we use the public UKBench [30] dataset.
UKBench includes 2550 different scenes, and each scene is photographed from 4 different
viewpoint. The total number of images in the UKBench dataset is 10200.
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Algorithm 1: Algorithm for splitting leaf nodes

1 Let L; be descriptors of all training samples, Leaf Num = 0, lea fr be number of leaf
nodes, Syin = 0.5, Thee = 50;

2 repeat

3 Tree(L;); //build a tree for each Ly;

4 Select(i); //select a dimension randomly;

5 Sample(F,); //sampling from a normal distribution;

6 if (stopsplitting(L;) = true) then

7 createLeafNode(L;); //build a middle node with equation 12, let the angle
be split Angle;

8 leaf Num = leaf Num + 2;

9 if (descriptors in L, belong the same category) then
10 L return;
11 else

12 L let tries = 0, and try split;
13 repeat

14 tries = tries + 1;

15 I'={fi<h}

16 score = S.(L, H);

17 splitting L; according to I' and score;

18 until (score > S,in) or (tries > Thar);
19 if (scoreq < Spmin) or (3scorej; > Spin) then

20 i = find(balance); //find minimum balance factor;
21 createDecisionNode(i, Py, Tree(P;), Tree(L,));

22 else

23 i = max(scorey), forn = (1,2, -+, Tryaz);

24 createDecisionNode(i, Py, Tree(P,), Tree(L,));

25 return;

26 until (leafNum > leafr);

In order to validate the performance of the proposed method, we compare it with
SIFT [13] and SURF [14] two classical feature descriptors. The metrics we use in the
experiments are training time, training memory usage, recognition time and recognition
accuracy.

4.2. Experimental results. In each experiment, we randomly select 20 scenes to train,
and all images are converted to a 320 x 320 pixels. Each experiment is implemented 10
times, and we compute the average.

Firstly, we randomly choose 20 images from different scenes, run SIFT, SURF and
our proposed method to extract features. We compute the average number of features,
executing time and memory usage, and the result is in table 1. As can be seen from the
figure that, our proposed method has the the most features with the least running time
and memory usage.

Secondly, we compare the memory usage and running time of the three methods while
training, and the results are in figures 2 and 3 respectively. During the comparison of
training memory usage in figure 2, our proposed method is a little better than SURF, and
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TABLE 1. Performance of different feature descriptors

Algorithms  Feature No.  Running time  Memory usage

(ms) (KB)
Ours 146 272 16852
SURF 126 1281 17232
SIFT 119 1936 42632

both of them are obviously better than SIFT. During the comparison of training time,
we can see from figure 3 that, our method is the fastest, SURF is the second, and both
of them are faster than SIFT while training.
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FiGURE 2. Comparison of training memory usage
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Nextly, we compare the running time while recognizing scenes with the trained models,
and the results are in figures 4 and 5. Figure 4 illustrates the comparison of recognizing
time between our method with SURF, and figure 5 illustrates the comparison of rec-
ognizing time between our method with SIFT. The recognizing time of our method is
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slightly shorter than SURF, and both of them needs only dozens milliseconds, However,
the recognizing time of SIF'T is about several seconds from 0.5 to 12.
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FiGURE 4. Comparison of average recognizing time, Ours vs. SURF

12

10

Average Recognition Time /s

0 N2 N2 N2

1 5 10 15 20
Number of Samples

FiGUurE 5. Comparison of average recognizing time, Ours vs. SIFT

Finally, we compare the average recognizing accuracy of the three methods in figure
6. From the figure we can see that, the recognizing accuracy decreases with the increase
of number of samples. When we have small number of samples, all methods have good
recognizing accuracy; when the number of samples reaches 10, the recognizing accuracies
of all methods are above 80%; and when the number of samples reaches 20, the recognizing
accuracy of SIFT drops quickly, and it is about 73%. So, the result shows that our method
is stable in different number of samples while recognizing scenes.

5. Conclusion. Scene or object recognition in mobile devices is a hot research in both
image processing and mobile computing fields. In this paper, we introduced the gravity
feature into traditional SIF'T feature descriptor, clustered the gravity-aware feature de-
scriptors into extremely randomized trees, and classified the clustered tree with support
vector classifier and geometric calibration. We validated the efficiency and effectiveness
of our proposed method via massive experiments.
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