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Abstract. The rapid development of internet information and technology has witnessed
the great convenience for the acquisition and transmission of natural scene images. Since
the texts embedded in natural scene images can highly contribute to the content analysis
and understanding of scene image, text detection in natural scene image has received
much attention in recent years. In this paper, we propose a dictionary learning based
text detection framework. Different from the previously proposed dictionary learning al-
gorithms for obtaining sparse representation, an atom reduction based discriminative
dictionary learning is proposed. Based on the dictionary with reduced atoms, a more
powerful discriminative sparse representation classifier, or dSRC, is built for on-line
text detection. In addition, some heuristic stratifies in the proposed framework are also
adopted for further post-processing to fulfill text block detection and word segmentation.
We evaluate the proposed discriminative dictionary learning based text detection method
on the open available ICDAR 2003 dataset and the experimental results validate its ef-
fectiveness.
Keywords: Text detection; Sparse representation; Dictionary learning.

1. Introduction. There generally exist some embedded texts in a natural image. It has
been a consensus that the embedded text can be much beneficial to the content analy-
sis and understanding of scene image. Due to its wide variety of potential applications,
scene text detection and localization have gained increasing attention. Although recent
progresses in computer vision and machine learning have substantially improved its per-
formance, scene text detection is still an open problem.

To detect text in a natural image, we often confront with some difficulties such as the
extreme diversity of text patterns and highly complicated background information. The
diversity of text patterns can be variation in size, distortion, occlusion, etc. In addition,
there also exist a large amount of noise and text-like outliers in a highly complicated
background, which will generally cause high false alarms. Up to now, a great deal of
efforts have been put on addressing these problems, and many successful text detection
methods have been proposed. Roughly, these methods can be categorized into two groups:
texture-based and connected component based methods.

For texture-based methods, text is regarded as a special texture that is distinguishable
from the background. By scanning each of sub-windows in multiple scales through all
locations of an image, some kind of pre-trained robust classifier is applied to give discrim-
ination on whether the sub-window is a text or not. Typically, some manually designed
low-level features, such as SIFT and Histogram of Oriented Gradients (HoG) [1], are
extracted from each of sub-windows. In [3], Zhong et al. apply discrete cosine transform
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to extract the horizontal and vertical frequency features to perform text detection. In the
work by Ye et al. [4] , the support vector machine classifier is used to classify the wavelet
coefficient based texture feature for text line detection. Although some satisfactory text
detection performances have been reported, the main limitation of the above methods is
the high computational complexity due to the demand for scanning a large amount of
windows.

As opposed to texture-based methods, the connected component based, or CC-based,
approaches extract regions from the image and use some geometric constraints to rule out
non-text candidates. For this kind of method, pixels with similar property, for instance,
color,etc., are grouped into connected components, and then into text regions. Recently,
Epshtein et al.[6] have proposed using the CCs in a stroke width transformed image, which
is generated by shooting rays from edge pixels along the gradient direction. In [7], the
cluster-based templates were explored by Kim et al. for altering out non-text components
for multi-segment component.

As an effective signal representation method, the use of sparse representation has re-
cently drawn much attention in diverse classification applications , such as face recogni-
tion [9][14]and super-resolution image reconstruction[10]. Pan et al.[11] proposed a new
method for text detection with the use of sparse representation. It extracts text-like edges
from an image by using K-SVD based dictionary learning[12]. However, as the K-SVD
dictionary is designed for coding, it can be confused by complex background with text-like
areas[13].Zhao et al.[13] overcome this deficiency by using a discriminated dictionary.

In this paper, a dictionary learning based text detection framework is proposed. Con-
sidering that, for an over-complete dictionary, not all of atoms play the same roles in data
reconstruction, thus removing some ‘non-representative’ atoms would have a negligible
impact on the reconstruction of a data from the same class as the training data. Based on
this observation, we propose an atom reduction based discriminative dictionary learning,
which leads to a more powerful discriminative sparse representation classifier,or dSRC.
To boost the efficiency of the proposed text detection framework, the maximally stable
extremal regions (MSER) algorithm is first applied to carry out the preprocessing on the
input image. In addition, some heuristic stratifies in the proposed framework are also
adopted for further post-processing to fulfill text block detection and word segmentation.

The rest of paper is organized as follow. In Section 2, some preliminaries for notation
definition and dictionary learning are presented. The detailed introduction to the pro-
posed discriminative dictionary learning is given in Section 3. Section 4 illustrates the
discriminative dictionary learning based text detection framework. Some experimental
results and analyses can be found in Section 5.Finally, we give the concluding remarks in
Section 6.

2. Preliminaries.

2.1. Notations. First, let’s give some useful mathematical notations. Throughout the
paper, we use bold uppercase letter to denote matrix and bold lowercase letter to denote
vector. Let X = [x1, x2, · · · , xN ] ∈ RM×N be the input data matrix , where xi ∈ RM×1

is a data instance. Let ‖A‖F =
(∑

M
i=1

∑
N
j=1A[i, j]2

)1/2
denote the Frobenius norm of

matrix A ∈ RM× N . For a vector a ∈ RM ,we define its `2 norm by ‖a‖2 =
(∑

M
i=1a[i]2

)1/2

, `1 norm by ‖a‖1 =
∑

M
i=1 |a[i]| ,and `0 norm by ‖a‖0 = # {j, a[j] 6= 0} , which counts the

number of nonzero entries in the vector a and is a pseudo-norm in fact due to not satisfying
the required axioms. When ψ ⊆ { 1, 2, · · · , N} is a finite set of indices, A : ψ ∈ RM× (N−|ψ|)

, A ∈ RM×N stands for the sub-matrix of without containing the columns of corresponding
to the indices in ψ. Similarly , for ψ ⊆ { 1, 2, · · · , N}, A ·· ψ ∈ RM× (N−|ψ|) denotes the
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sub-matrix of A without containing the rows of A corresponding to the indices in ψ.
In addition, we use ai· and a·j to denote the ith row and the jth column of matrix A,
respectively.

2.2. Dictionary Learning For Sparse Representation. A common way to represent
real-valued data is with a linear combination of a collection of basis functions, which are
generally referred to as atoms of a dictionary D = [d·1, d·2, · · · , d·K ] ∈ Rd×K with each
column d·i ∈ RM×1 being an atom. Supposing that the data x ∈ Rd × 1 admits a sparse
approximation over an over-complete dictionary D with K atoms(where K � d ), X
can be approximately represented as a linear combination of a few atoms from D. There
are a number of algorithms that can be used to learn D. Given the training dataset
X = [x1, x2, · · · , xN ] ∈ RM×N , one of the most popular algorithms is K-SVD [12],
by which an over-complete dictionary is obtained by solving the following optimization
problem:

〈D,R〉 = arg min
D,R
‖X −D ·R‖2

F + λ

N∑
t=1

‖r·t‖0 (1)

where λ is a trading-off parameter to balance the reconstruction error term and sparseness
penalty, and R = [r·1, r·2, · · · , r·N ] ∈ RK×N denotes the sparse coding matrix with each
column ri being the sparse representation of data instance xi. Here, for the purpose of
promoting the sparseness penalty, it is an intuitive way to adopt the `0 norm according
to its definition. However, it is generally non-trivial to solve Eq.(1) due to its non-convex
and non-smooth quality and has indeed been shown to be an NP-hard problem. An
alternative relaxation way is to replace the `0 norm in Eq.(1) by using `1 norm, which
yields:

〈D,R〉 = arg min
D,R
‖X −D ·R‖2

F + λ
N∑
t=1

‖r·t‖1 (2)

In general, the optimization problem given by Eq.(2) is not jointly convex with respect
to variables D and R. But if we fix one of them, either D or R, the objective function
with respect to the other variable becomes a convex function. Thus, to solve Eq.(2)
will mainly consist of two steps: 1) Sparse coding with the available dictionary D; 2)
Dictionary updating with the obtained sparse coding matrix R. The above two steps
need to be implemented iteratively until meeting some kind of stoping condition. In fact,
when we fix variable D in Eq.(2), the sparse coding procedure can be transformed into
a linear programming problem. For the dictionary updating step, the K-SVD algorithm
[12]is applied due to its stability and efficiency. With the learned over-complete dictionary
D, the sparse representation r of the input data instance x can be given by:

〈r〉 = arg min
r∈RK×1

(
‖x−D · r‖2

2 + λ‖r‖1

)
(3)

In order to make the sparse representation take on powerful discrimination ability
to adapt to some specific applications, the most popular way is to impose some kind of
supervision constraint on the original dictionary learning model, which gives rise to various
of supervised dictionary learning algorithms. Although good discrimination ability for the
obtained sparse representation have been reported in these works, several limitations for
them are also obvious. First, to solve the optimization model involved in these supervised
dictionary learning methods becomes much more difficult due to the high complexity of
the model. In addition, there are quite a lot of parameters need to be given experimentally
in most cases, which inevitably weakens the flexibility of these supervised methods.
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Different from the previously proposed supervised dictionary learning algorithms to ob-
tain discriminative sparse representation, we proposed an atom reduction based discrim-
inative dictionary learning method, which will be presented detailedly in the following.

3. Discriminative Dictionary Learning.

3.1. Atom Reduction. Once we get the sparse representation r for an out-of-sample x,
the reconstruction error term of Eq.(3) can be directly used to act as a classifier, which
is also known as sparse representation classifier or SRC [9]. Specifically, the output label
y given by SRC classifier for the out-of-sample x will be:

y = min
j∈(1,2,...,c)

(Ej =
∥∥x−Dj · rj

∥∥2

2
) (4)

where Dj, j = 1, 2, ..., c, denotes the jth available dictionary obtained by dictionary learn-
ing via Eq.(2). Note that, for SRC classifier, the dictionary Dj , j = 1, ..., c, has been
learned on the corresponding jth class training dataset Xj.

Given the jth over-complete dictionary Dj =
[
dj·1, d

j
·2, · · · , d

j
·Kj

]
∈ Rdj×Kj and the corre-

sponding sparse coding matrix Rj =
[
(rj1·)

T , (rj2·)
T , · · · , (rjNj ·)

T
]T

=


rj11 rj12 · · · rj1Nj
rj21 rj22 · · · rj2Nj

...

rjKj1 rjKj2 · · · rjKjNj

 ∈
RKj×Nj , where Kj and Nj are the sizes of the dictionary Dj and the training set from

Xj the jth class, respectively, we define the approximation X̃j of Xj by:

X̃j = Dj ·Rj =

Kj∑
i=1

dj·i · r
j
i· (5)

From Eq.(5), it is not hard to find that different atoms dj·i’s play different roles in con-

structing the approximation X̃j. That is to say, some of atoms can be seen as ‘represen-
tative’ atoms that play significant roles to form the the approximation X̃j, and otherwise
‘non-representative’ ones.

To quantificationally make evaluation whether an atom dj·i from Dj, i = 1, ...Nj, is a
representative atom or not, we introduce two kinds of evaluators , information entropy
and reconstruction residual, in the following.

Let’s now define a row-normalized matrix Sj by :

Sj =



sj11 sj12 · · · sj1Nj
sj21 sj22 · · · sj2Nj

...

sjKj1 sjKj2 · · · sjKjNj


(6)

where sjik =
|rjik|−min{| rjik|}k=1,...,Nj

max{ |rjik|}k=1,...,Nj
−min{ |rjik|}k=1,...,Nj

and sjik ∈ [0, 1]. Furthermore, we define the

information entropy Hj(i) corresponding to the ith atom dj·i by:

Hj(i) = − ln (Nj)
−1

Nj∑
k=1

f jik ln f jik (7)

where f jik = sjik/
Nj∑
k=1

sjik. From the above definition of the information entropy, we can

know that bigger information entropy Hj(i) implies that the ith atom will be commonly



678 C. M. Zhao ,Z. F. Zhu, and Y. Zhao

shared by most of training samples whose coefficients rjik’s, k = 1, ..., Nj, are non zero;in
other words, these non-zero coefficients are closed to even-distributed.

In addition, we define the reconstruction residual evaluator Ej(i) over the training set
Xj without involvement of the ith atom dj·i by:

Ej(i) =
∥∥Xj −Dj

: i ·R
j
··i
∥∥2

F
(8)

For the reconstruction residual evaluator Ej(i), smaller Ej(i) means that the ith atom dj·i
will play an insignificant role in approximating Xj.

Obviously, both the information entropy evaluatorHj(i) and the reconstruction residual
evaluator Ej(i) as defined above could be good indicators to reflect the confidence of the
ith atom dj·i to be one of the representative atoms. Thus, it is straightforward to combine
them by:

Cj(i) = Ej(i) + β ·Hj(i) (9)
where β > 0 is a trade-off parameter to balance the residual evaluator Ej(i) and the
information entropy Hj(i). Based on Cj(i), we can determine which atoms are ‘non-
representative’ atoms.

Intuitively, for a sample x ∈ Xj, instead of Dj we can only use those ‘representative’
atoms Dj

:ψj
to form the approximation to itself, which will make practically a negligible

difference. Here, ψj is the index set of ‘non-representative’ atoms from the dictionary
Dj. But, a contrary result will be caused when using Dk

:ψk
to form the approximation,

where k = 1, ..., c and k 6= j. The above observation directly motivates us in this paper
to propose the discriminative dictionary learning based on atom reduction.

3.2. Algorithm Summarization for Discriminative Dictionary Learning. The de-
tail implementation for learning a discriminative dictionary based on atom reduction is
described in Algorithm 1. In on-line text detection stage, for each of sub-window x (sam-
ple), we first compute its sparse coding rj based on the dictionary Dj by Eq.(3), where
j = 1, ..., c. Then, we eliminate the elements of rj with the index ψj via Algorithm 1 to
obtain a discriminative sparse representation rj

..ψj
.

With the set of remained representative atoms Dj
:ψj

from Dj and the corresponding

sparse representation rj
..ψj

, j = 1, ..., c, the label output for sample x based on SRC

classifier as given in Eq.(4) will become:

y = min
j∈(1,2,...,c)

(
∥∥∥x−Dj

:ψj
· rj

..ψj

∥∥∥2

2
) (10)

In order to make difference from the traditional SRC classifier, we name the proposed
classifier for sparse representation given by Eq.(10) by discriminative sparse representation
classifier or dSRC in abbreviation.

4. Discriminative Dictionary Learning Based Text Detection.

4.1. Framework. The proposed text detection framework based on discriminative dic-
tionary learning is illustrated in Figure 1. In off-line learning stage, two atom reduction
based discriminative dictionaries, which correspond to foreground (text) and background,
respectively, are first trained to form a discriminative sparse representation classifier.
Whereas for on-line text detection stage, as we can see, it mainly consists of three parts
including pre-processing, online discrimination based on dSRC, and post-processing.

In order to improve the efficiency of text detection,the MSER(maximally stable ex-
tremal regions) method is first applied to preprocess the input image.Then for each MSERs
component, the HoG feature extracted from a sliding window is used to form the sparse
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Algorithm 1 Discriminative Dictionary Learning (DDL)

Input: c kinds of over-complete dictionaries Dj =
[
dj·1, d

j
·2, · · · , d

j
·Kj

]
∈ Rdj×Kj and the corresponding sparse coding

matrices Rj =
[
(rj1·)

T , (rj2·)
T , · · · , (rjNj ·)

T
]T
∈ RKj×Nj , j = 1, 2, ..., c; the percentage m of the eliminated ‘non-

representative’ atoms;

Output: The discriminative dictionary Dj
:ψj and the index set ψj of ‘non-representative’ atoms

1: for j = 1 to c do

2: for i = 1 to Kj do

3: Compute the information entropy Hj(i) according to Eq.(7);
4: Compute the reconstruction residual evaluator Ej(i) according to Eq.(8);

5: Obtain the overall confidence Cj(i) of the ith atom being representative one according to Eq.(9);

6: end for
7: Sort Cj(i) ,i = 1, ...,Kj , in ascending order.

8: Choose the leading m% atoms to be ‘non-representative’ atoms and let ψj ⊆ { 1, 2, · · · ,Kj} be the index set of them

in the original atom set.
9: end for

representation.Following the online discrimination based on dSRC, the heuristic based
post-processing for text-line detection and word segmentation is further implemented.

Figure 1. The framework of text detection based on discriminated dictio-
nary learning

4.2. MSER Component Generation. Maximally stable extremal regions algorithm
has originally been proposed for blob detection in image. It extracts from an image a
number of co-variant regions, called MSER. An MSER is a stable connected component
of some level sets of the image whose pixels have intensity contrast against its bound-
ary pixels [17].A low contrast value would generate a large number of low-level regions,
which are separated by small intensity difference between pixels. When the contrast value
increases,a low-level region can be accumulated with current level pixels or merged with
other lower level regions to construct a higher level region. Specifically, an extremal region
can be constructed when it reaches the largest contrast.Therefore, an MSER is defined as
a special extremal region whose size remains unchanged over a range of thresholds. An
example showing the MSER regions in a natural image is given in Figure 2.

As one of the most widely-used region detectors, the MSER has been successfully
applied for text detection [19]. The success can attribute to its two promising properties.
First, the MSER detector is computationally fast and can be implemented in linear time of
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the number of pixels in an image [17]. Second, it is a powerful detector with high capability
for detecting low quality texts, such as low contrast, low resolution and blurring. With
this capability, MSER is able to detect more scene texts in natural images, leading to
high recall on the detection.

However,the capability of MSER is penalized by the increasing number of false de-
tections.It would substantially increase the difficulty to identity true texts from a large
number of non-text false alarms, which is one of the main challenges for current MSER
based methods.Thus,it would be more suitable for being a processing step to generate
some candidate objects,which can be furthered verified by some other methods. In this
paper,as shown in Figure 1,a discrimination method is adopted for the goal of verification.

Figure 2. MSER regions generated in a natural image

4.3. Post-processing for Text Block Construction and Word Segmentation.

4.3.1. Text Block Construction. By applying the discrimination method based on dis-
criminative sparse representation classifier as shown above, majority of non-text regions
can be filtered out. To further increase the reliability of the algorithm, we continue a
step forward to consider grouping multiple letters into a text block. First, we group two
neighboring components into a pair if they have similar geometric and heuristic proper-
ties, such as similar intensity, color, height, and aspect ratios. Then, the pairs containing
a same component and having similar orientations are merged sequentially to construct
the final text block. The rules for merging operation are as follows:

1/T1
< height(Ci)/height(Cj) < T1 |centroid(Ci)− centroid(Cj)| ≤ T2

1/T3
< Area(Ci)/Area(Cj) < T3 ||Color(Ci)− Color(Cj)||2F ≤ T4

(11)

where height(C) , centroid(C) , Area(C) and Color(C) are the height , centroid , area,
and color feature in RGB space of the detected text component, respectively, and T1 , T2

, T3, and T4 are corresponding thresholds for merging operation.

4.3.2. Word Segmentation. Following text block construction , we finally need to segment
the text block into words. Here, an intuitive method based on horizontal and vertical
projections for measuring the interval between consecutive characters is utilized for such
task. The detail process for performing word segmentation is shown in figure 3.

5. Experimental Results and Analysis.
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Figure 3. Illustration of word segmentation

5.1. Datasets and Evaluation Methods. In this section, experiments are performed
on ICDAR 2003 Robust Reading Competition databases[8], which includes 509 color im-
ages having sizes varied from 307 × 93 to 1280 × 960. 258 images are included in the
training set, while the remaining are used for test. For evaluation, we followed the IC-
DAR 2003 competition evaluation protocol, and the evaluation is computed by Precision,
Recall, and F-measure which are defined bellow:

Precision =

∑
Re∈Em(Re, T )

|E|

Recall =

∑
Rt∈Tm(Rt, E)

|T |

F = 2× Precision×Recall
Precision+Recall

(12)

where m(r,D) = max{mp(r, r
∗)|r∗ ∈ D} and mp(r, r

∗) = Area(r ∩ r∗)/Area(r ∪ r∗). T and E
are the set of ground-truth rectangles and the set of detected rectangles, respectively.

5.2. Performance of the Proposed Discriminative Sparse Representation Clas-
sifier. In order to evaluate the classification performance of the proposed discriminative
sparse representation classifier (dSRC ) with atom reduction. To train the dSRC classifier,
we collect 7000 text images and 10000 non-text images from ICDAR 2003 dataset. Then,
we randomly select 2500 text images and 3500 non-text images,respectively, to build the
training dataset, and all the rest images are used as the testing dataset. Some positive
and negative samples are shown in Figure 4.

(a) (b)

Figure 4. Part of samples for training discriminative sparse representation
classifier. (a) some positive samples (text) (b) some negative samples (non-
text from background)

For each of training sample, we first resize it into 64 × 64, and then extract a 512-
dimensional HoG feature to form the representation. When using K-SVD method to
learn the over-complete dictionary, there exists a sparse factor to control the sparseness
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of the dictionary. With the sparse factor to be set as L = {10, 15, 20, 25, 30}, Figure 5 gives
the performance comparison of SRC and the proposed dSRC. Clearly, the performance of
dSRC greatly outperforms SRC, which shows the dSRC has more powerful discrimination
by atom reduction. In addition, when the sparse factor L = 20, dSRC achieves the
best results. In the following experiments for evaluating text detection performance, the
sparsity factor L is constantly set to be 20.

Figure 5. Performance comparison of SRC and the proposed dSRC with
different sparse factors

5.3. Text Detection Performance Comparison. The text detection performance
comparisons of our method with other state of the art algorithms are presented in Table
1. As can be seen, the proposed method shows excellent performance on the ICDAR
2003 dataset in terms of Precision, Recall, and F -measure evaluation criterion. In addi-
tion, Figure 6 gives text detection results on some natural images. Visually, the proposed
method achieves satisfactory detection results.

Table 1. Experimental results on the ICDAR 2003 dataset

Method Recall Precision F-measure

Li [18] 0.59 0.59 0.59
Neumann [5] 0.59 0.55 0.57
Zhang [20] 0.67 0.46 0.55
Liu [2] 0.66 0.46 0.54

Zhou [16] 0.57 0.50 0.53
Ashida [15] 0.55 0.46 0.50
Our Method 0.57 0.64 0.60

6. Conclusions. In this paper, we proposed a novel dictionary learning method for text
detection. Based on the consideration that not all atoms of a given over-complete dictio-
nary play the same roles in data reconstruction, we proposed an atom reduction based
discriminative dictionary learning, which was further used to form a more discriminative
sparse representation classifier, i.e., dSRC. Due to the powerful discrimination ability of
dSRC, its application to the on-line text detection achieves satisfactory performance.
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Figure 6. Text detection results on some natural images by using the
proposed method


