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Abstract. The undetermined blind source separation algorithm based on compressed
sensing applies the estimated matrix as the basic matrix, and constructs the sensing ma-
trix through identity matrix with n order to extend the element of estimated matrix. The
n here signifies the number of sample points. Therefore, with the increase of the number
of sample points, the dimension of sensing matrix will be larger, so more computing mem-
ory will be needed, leading to the decrease in the computation speed of the algorithm based
on compressed sensing. To overcome the problem, an optimized algorithm based on or-
thogonal projection is proposed. The new algorithm firstly transforms the observed signals
to frequency domain by Fourier transform, and then separately computes the projection
of the real and imaginary parts of frequency domain signals in every column direction of
the estimated matrix. Subsequently, the column whose frequency signal has the maximal
projection as separated vector is determined and utilized to separate the source signal of
frequency domain. In the end, inverse Fourier transform is used to transform the fre-
quency domain signal into time domain signal so as to realize the estimation of source
signal. The simulation results prove that the proposed algorithm is featured with faster
computation speed and lower error compared with the algorithm based on the compressed
sensing.
Keywords: Undetermined blind source separation, Orthogonal projection, Compressed
sensing, Sensing matrix.

1. Introduction. The undetermined blind source separation is a method that can sep-
arate the source signal from the observed signal without any prior knowledge of source
signal or mixing matrix in the condition where the number of source signal is greater than
that of the observed signal[1-2]. It has been widely applied in processing speech signal ,
fault diagnosis, electromagnetic interference, biomedical signal and processing communi-
cation signal , etc.[3-8]. The procedure of undetermined blind source separation can be
divided into two stages: the first is to estimate the mixing matrix with approaches like
clustering [9-10], support vector machine [11], potential function [12], tensor decomposi-
tion [13] etc. The second is to estimate the source signal by means of linear programming
[14], the shortest path decomposition [1], compressed sensing [15], etc [16-18], based on the
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estimated matrix obtained in the first step. The current research on undetermined blind
source separation mainly focuses on estimating the mixing matrix and reconstructing the
source signal. In this paper, how to reconstruct the source signal is mainly studied.

Based on compressed sensing, the undetermined blind source separation utilizes identity
matrix to extend the estimated matrix to construct sensing matrix. The dimension of
sensing matrix is (where m and n represent respectively the number of row and the column
of estimated matrix, and refers to the number of sample points). Hence, if the sample
point is large, the dimension of sensing matrix will become large accordingly, and a lot of
computing memory will be needed. Consequently, the ordinary computer cannot compute
the sensing matrix when the number of sample points exceed five thousand. To reduce
the memory requirement, the estimated matrix is adopted directly as the sensing matrix
without changing the observed signal into one column signal. In addition, the orthogonal
projection method is utilized to find out the optimal separated vector to reconstruct the
corresponding source signal.

The rest of the paper is organized as follows: Section 2 undetermined blind source sepa-
ration model is introduced. Section 3 describes the undetermined blind source separation
based on compressed sensing. The proposed algorithm is introduced in details in Section
4. Simulation results analysis and discussion are presented in Section 5. In Section 6, the
work of this paper is concluded and the drawback and the future work are proposed.

2. Model. In this paper, the following undetermined blind source separation model with-
out noisy is considered

x(t) = As(t) t = 1, 2, · · ·, N (1)

where x(t)= [x1(t),x2(t), · · · ,xm(t)]T signifies the vector of observed signal with index t,
A ∈ Rm×n refers to the unknown mixing matrix where the value of m is smaller than n,
s(t)= [s1(t),s2(t), · · · ,sn(t)]T referring to the vector of source signal. The undetermined
blind source separation aims to estimate the source signal from the observed signal without
any knowledge about the mixing matrix and source signal. If the inverse of mixing matrix
A exists, will be estimated and the source signal will be obtained through s(t) = A−1x(t).
However, Due to m < n, the inverse of will not exist, and the problem will become
a non-deterministic polynomial and hard ill-conditioned problem. Therefore, different
from the traditional blind source separation, the solution procedure of the undetermined
blind source separation can not estimate the source signal directly with the separated
matrix, which is the inverse of mixing matrix. In undetermined blind source separation
algorithm, the mixing matrix and the source signal must be estimated separately [1-2].
In the undetermined blind source separation, the source signal is assumed to be sparse
signal, where only a few sample points are non zero or far larger than zero and the others
approach to zero or equal to zero at the same time.

3. Undetermined Blind Source Separation Based on Compressed Sensing. As
a new technique to sample signal with below Nyquist rate, compressed sensing can re-
construct the signal from the sample signal with lower sample rate[19-22]. The model of
compressed sensing is as follows [22].

y = Φx = Φψs = Θs (2)

where y = Φx = Φψs = Θs refers to the compressed signal with m length.x signifies one
dimension original signal with n length, which is sparse or can be expressed as sparse in
some sparse basis. y = Φx = Φψs = Θs means the measured matrix with m < n.ψ is
sparse basis matrix that ensures the original signal to be sparse while s signifies sparse
vector; and Θ ∈ Rm∗n indicates the sensing matrix.
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The recovery of source signal is realized by applying the method of compression and
reconstruction, which is expressed by the inverse operation of formula (2). By contrasting
the compression sensing mathematical model (2) to the undetermined blind source sepa-
ration mathematical model (1), it can be confirmed that the principles of the two models
are basically the same. It can be observed that the signal can be reconstructed with
good sparse in the undetermined blind source separation of the source signal while the
compressed sensing algorithm requires the sparse source signal. Hence, the compressed
sensing reconstruction algorithm is also suitable for the signal recovery in the blind source
separation [15]. The reconstruction process of compressed sensing is to recover the signal
, which is similar to the estimation of the source signal in undetermined blind source
separation. Therefore, the compressed sensing method can be adopted to estimate the
source signal in the condition that the mixing matrix has been estimated in undetermined
blind source separation [15].

The undetermined blind source separation based on compressed sensing [15] includes
two stages: the first is to construct one-dimensional mixing signal. For example, the
number of observed signals is assumed to be m = 2 with t length. The one-dimensional
mixing signal with 2t length will thus become the reconstruction process of compressed
sensing to recover the signal x ,which is similar to the estimation of the source signal
in undetermined blind source separation. The one dimensional mixing signal is mt × 1
vector according to the compressed sensing principle, and the corresponding source signal
will be nt× 1 vector. Thus, the sensing matrix Θ will be mt× nt dimension.To make the
sensing matrix meet the demand, the identity matrix with t order is utilized to extend the
element of estimated matrix Ã so as to construct the sensing matrix. The source signal
reconstruction can be expressed as[15]:

y = Θs =

 Λ11,Λ12, · · · ,Λ1n
...
Λm1,Λm2, · · · ,Λmn

 s (3)

where y = (y11, y12, · · · , y1t, · · · ym1, ym2, · · · , ymt)
T ,Λij = Etaij, Et refers to identity ma-

trix with t order. t signifies the number of sample points.aij means the element of Ã.

s= (s11, s12, · · · s1t, · · · , sn1, · · · snt)T indicates the reconstruction signal.
This algorithm focally considers the sensing matrix as a redundant dictionary, where

orthogonal matching pursuit algorithm is applied to each atom corresponding to each
column of the redundant dictionary so as to find the optimal matching source signal
points.

4. Proposed method. From the above analysis on the undetermined blind source sep-
aration based on the compressed sensing in section 3, it can be found that in (3) the
sensing matrix in the signal reconstruction is extended through the identity matrix with
t order. t signifies the number of sample points, so the dimension of the sensing matrix
increases with the rise of sampling points. When it reaches a certain number of dimen-
sions, it may be difficult to successfully construct the sensing matrix due to the limitated
equipment memory. To solve this problem, the following optimized algorithm is applied
to reconstruct signal in undetermined blind source separation.

In the signal reconstruction stage, the undetermined blind source separation based on
compressed sensing [15] changes the multidimensional observed signal into one dimensional
signal by filling all sample points into one column, and constructing sensing matrix with
the size which is t times larger than that of the mixing matrix, where t is the number
of sample points. In this way, the algorithm needs more computing memory to store the
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sensing matrix accordingly. It cannot even reconstruct the source signal with the ordinary
computation for large sample.

To overcome the above problems, the dimensional of the observed signal and sensing
matrix is not changed in the signal reconstruction stage. The column of estimated matrix
and the frequency signal of observed signal obtained by Fourier transform are applied as
basis vector and compressed signal respectively. It can be expressed as

y = As (4)

where y ∈ Rm∗t refers to the frequency signal of observed signal with the same size;
A ∈ Rm∗n signifies the sensing matrix. It can be found that formula (4) is almost the
same as (3), but the sizes of sensing matrix Θ ∈ Rmt∗nt in (3) are much larger than those
of A in (4), so in the same condition, the memory to store the sensing matrix Θ in (3) is
t times than in (4), in which t is the number of sample point. To conclude, formula (3)
increases the load of computation and reduces the computation speed.

The orthogonal projection method is utilized to compute the projection of observed
signal y in the column direction of estimated matrix and the estimated matrix column
that corresponds to the maximal projection is adopted to construct a new estimated
matrix. Subsequently, the source signal in frequency domain can be reconstructed by
multiplying the inverse of the new estimated matrix and the frequency signal of observed
signal. The whole procedure is as follows.

A. Set the maximal iterations;
B. Transform the observed signals to frequency domain, and normalize the transformed

signal;
C. Apply potential function method to estimate the mixing matrix and obtain the esti-

mated matrix;
D. Set the residual value of to be the observed signal y(:, k) in (4). Here k represents the

current iteration number;
E. Calculate the projection value of real and imaginary parts respectively on each column

vector of mixing matrix;
F. Sort the projection value of real and imaginary parts respectively in a descending

order, and utilize the column vectors that correspond to the first m elements of sorted
projection to construct new estimated matrix βr ,and βr;

G. Reconstruct the real and imaginary parts of source signal respectively by the following
formulas

sr(j, k) = β−1
r rr

si(j, k) = β−1
i ri

sr(others, k) = 0
si(others, k) = 0

(5)

where sr and si are the real and imaginary parts of recovered signal respectively,rr
and ri refer to the real and imaginary parts of r ; j ∈ Rm∗1 signifies the column vector
index of the first m elements of sorted projection.

H. When k = k + 1, return to step D. Stop until the current iteration equals to the
maximal iteration.

5. Simulations and Results. In this paper, Fourier transform is utilized to transform
the time domain of observed signal that is not sparse to frequency domain to construct the
sparse observed signal in frequency, and in the end the inverse Fourier transform is utilized
to transform the estimated signals in frequency domain to time domain.The frequency
domain signal is normalized and the mixing matrix is estimated with the method based
on potential function.
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Since the undetermined blind source separation algorithm based on compressed sensing
cannot be applied to a large number of sampling points, in this paper firstly, a small
sample is firstly adopted to verify the validity of the algorithm. A sinusoidal signal and
two demodulated signals with different frequencies are used as the original signal. The
figure 1 describes the original signal, while the figure 2 for the mixed signal (observed
signals). The undetermined blind source separation method based on compressed sensing
and the proposed method is used to recover the source signal respectively.The figure 3
refers to the separated signal from the proposed algorithm. By comparing the original
signal in figure 1 with the separated signal in figure 3, it can be seen that their waveforms
are quite similar except amplitude, which is one of inherent indetermination of blind
source separation. this proves that the proposed method is effective.
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Figure 1. Original signals

To further illustrate the effectiveness of this algorithm, the signal to interference ratio
(SIR) of quantized form is introduced [15] to offer a more accurate description of the
reconstructed signal. The first SIR of ith channel signal can be computed by:

SIRi = 10 lg
‖Si‖2

||Si − S̃i ||2
(6)

where Si is the ith source signal and S̃i is the estimated signal (recovered signal) of ith
source signal S̃. The bigger the value of SIR is, the smaller the error will be. There-
fore, when the SIR value is relatively high, the signal recovery error is relatively small.
Generally, for SIR > 10, the recovered signal is considered to be better.

Table 1 displays a comparison of SIR between the algorithm base on compressed sensing
[15] and the proposed algorithm. From table I, it can be observed that the SIR value of
the proposed algorithm is bigger than that of the algorithm[15] for all source signals,
indicating that the proposed algorithm has smaller error. Table 2 displays the time
consumption of different numbers of samples for recovered signal after estimating mixing
matrix. By analyzing the table 2, it can be observed that for any number of samples,
the time consumption of the proposed algorithm is smaller than the algorithm based on
compressed sensing, which is just about one tenth of that for the algorithm based on
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Figure 2. Mixing signals
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Figure 3. Separated signals

compressed sensing. This verifies that the proposed algorithm owns faster computing
speed and reduces the complexity of the algorithm based on compressed sensing.

In order to verify the effectiveness of the algorithm for practical signal, in the paper, the
voice signal paths of three different people is randomly selected from the speech database
TIMIT as input. Similarly, the potential function method is utilized to estimate the
mixing matrix. Figure 4 demonstrates the speech signal waveform, while Figure 5 shows
the mixed signal. Figure 6 illustrates recovered signal by proposed algorithm. Table 3
and Table 4 describe the SIR and time consumption of the proposed algorithm separately.



1066 Y. F. Jia, S. S. Liu, and X. D. Yang

By comparing the figure 4 with figure 6, table 3 and table 4, it can be concluded that the
proposed algorithm is effective for practical speech signal.

Table 1. SIR of methods

Original signals S1 S2 S3
Algorithm [15] 16.7074dB 19.6794dB 18.2420dB
Proposed algorithm 25.8273dB 27.3002dB 25.7394dB

Table 2. Time consumption with different samples

Number of samples 300 500 1000 1500
Algorithm [15] 1.284s 3.796s 9.834s 12.573s
Proposed algorithm 0.3411s 0.627s 0.912s 1.629s
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Figure 4. Original speech signals

Table 3. SIR of Proposed signal with speech signal

Original signals S1 S2 S3
Proposed algorithm 14.463dB 13.112dB 17.128dB

The same speech signal is utilized to test the algorithm [15] through computer with 2G
memory. However, the results cannot be obtained in an hour. Consequently, the algorithm
[15] for the speech signal with a large number of samples is not compared. According to
previous experience, if the number of samples excesses five thousand, the results cannot
be obtained in an hour if utilizes the algorithm based on compressed sensing.
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Figure 5. Mixing speech signals
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Figure 6. Separated speech signals

Table 4. Time consumption of different samples with speech signal

Number of samples 3000 10000 25000 40000
Proposed algorithm 0.829s 2.583s 5.015s 7.792s

6. Conclusions. In this paper, an improved undetermined blind source separation based
on orthogonal projection is proposed. In particular, it directly takes estimated matrix as
sensing matrix to recover the source signal with sample point one by one. In this way, the
requirement of memory can be lowered. Compared with the undetermined blind source
separation based on compressed sensing, the proposed algorithm shows faster computing
speed and fewer errors in the same condition. However, the drawback is that the proposed
algorithm can not be suitable for the source signals whose number of non zero signals is
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more than the number of observed signals in the same time, which will be our further
study.
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