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Abstract. Existing in research of speech perceptual hashing authentication system, per-
ceptual hashing algorithms with large amount of perceptual hash value and based on com-
bination of different perceptual hash values raise new requirements for embedding capacity
in watermarking algorithm. To solve this problem, an improved bipolar quantization-based
watermarking algorithm with high embedding capacity was proposed in this paper. This
algorithm, which modifies the classical bipolar quantization, substitutes the quantitative
objective with the median of the nearest interval based on its position and quantization
step and embeds perceptual hash values into speech signals to transmit. Compared with
classical bipolar quantization, this new algorithm doubled capacity in each embedding po-
sition. Experimental results show that the proposed algorithm had good transparency and
robustness, and can meet the requirements of most of perceptual hashing algorithms for
embedding capacity.
Keywords: Speech perceptual hashing authentication; Speech watermarking; Percep-
tual hashing values; Bipolar quantization; Embedding capacity.

1. Introduction. Speech perceptual hashing authentication system has become a new
hot research field in multimedia security these years. Besides perceptual hashing algo-
rithm, digital watermarking algorithm which transmits perceptual hash values is another
research object. Moreover, digital watermarking technology, which represents information
hiding and covert communication technology, is not only the necessities in peoples daily
life, but also the hot research field along [1]. Facing speech perceptual hashing authen-
tication system and covert communication, the important performances of watermarking
algorithm are transparency, robustness and embedding capacity [2].

There are various perceptual hashing algorithms with different perceptual hash value
length. Most algorithms have short perceptual hash value. For example, the perceptual
hash value length of algorithm based on modified discrete cosine transform (MDCT) pro-
posed in [3] by Li et al. is 90 bit/s. In [4-6], Chen et al. proposed three algorithms based
on discrete wavelet transform (DWT), higher-order cumulants and non-negative matrix
factorization (NMF) with 60 bit/s, 64 bit/s and 146 bit/s perceptual hash value. Huang
et al. proposed an algorithm based on linear prediction (LP) with 125 bit/s perceptual
hash value in [7]. The perceptual hash value length of algorithm based on Hilbert-Huang
transform proposed in [8] is 50 bit/s. Those are perceptual hashing algorithms with
shorter hash value length. The big perceptual hash value length in algorithms proposed
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in [9] and [10] by Jiao is 314 bit/s and 512 bit/s. Li et al. also proposed an algorithm
based on Mel-frequency cepstral coefficients (MFCCs) in [11] of which perceptual hash
value length is 298 bit/s. At the same time, the combination of different perceptual hash
values is noteworthy. The perceptual hashing algorithm proposed in [12] combined short-
time energy and spectral flux feature (SFF) and generated perceptual hash value based
on teager energy operator (TEO), short-time energy with entropy value of which length
is 64 bit/s. Those algorithms with large amount of perceptual hash value and based on
combination of different perceptual hash values raise new requirements for embedding
capacity of watermarking algorithm in speech perceptual hashing authentication system.
Also note that embedding capacity is increased on the premise that transparency and
robustness can be ensured.

Early work, a speech watermarking algorithm, which is based on improved phase cod-
ing by bipolar quantization and suitable for speech perceptual hashing authentication
system is proposed in [13]. It can meet the requirements of perceptual speech hashing
authentication system and modify embedding capacity. However, facing perceptual hash-
ing algorithms with large amount of perceptual hash value and based on combination of
different perceptual hash values, simple adjustment of embedding capacity may cause de-
crease of transparency and robustness. A new speech watermarking algorithm with high
embedding capacity and suitable for perceptual speech hashing authentication system is
needed.

Focusing on transmission in speech perceptual hashing authentication system, based on
early work in [13], an improved bipolar quantization-based watermarking algorithm which
has doubled embedding capacity is proposed in this paper. Compared with results in [13]
and other digital watermarking researches, experimental results show that the proposed
algorithm improves embedding capacity while ensuring transparency and robustness.

The rest of this paper is organized as follows. Section 2 describes related theory. The
improved bipolar quantization is described in detail in Section 3. The detailed watermark-
ing algorithm proposed is described in Section 4. Performance evaluation and analysis of
experimental results are given in Section 5. Finally, we conclude our paper in Section 6.

2. Related Theory Introduction.

2.1. Framework of Speech Perceptual Hashing Authentication System. Speech
perceptual hashing authentication system, a hot research field in multimedia security
these years, which combines perceptual hashing and digital watermarking, can realize the
authentication of speech content integrity efficiently. The framework of speech perceptual
hashing authentication system is shown in Fig. 1.

Figure 1. Framework of speech perceptual hashing authentication system.
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The watermarking algorithm embeds the perceptual hash value ph generated from
the speech perceptual hashing function into the original speech signal s to obtain the
watermarked speech signal s

′
.

An improved watermarking algorithm based on the original one in [13], which increase
capacity while ensuring transparency and robustness, is proposed in this paper.

2.2. Bipolar Quantization. The core idea of bipolar quantization is substituting the
quantitative objectives with the median of the nearest interval. The bipolar quantization
procedures are as follows:

(1) Separate the value space in which C(i) exists into two parts shown in Fig. 2 by
using ∆.

(2) If w(i) = 1, substitute C(i) with the median of the nearest A interval. If w(i) = 0,
substitute C(i) with the median of the nearest B interval.
where C(i) is the quantitative objective, w(i) is the watermark bit, ∆ is the quantization
step.

Figure 2. Principle of bipolar quantization.

There are many researches on watermarking based on bipolar quantization combined
with various signal transform [14, 15]. The quantization step ∆ is the key to get some
kind of balance between robustness and transparency in watermarking algorithm.

2.3. Logistic Mapping. The Logistic map can be described as follow:

xn+1 = µxn(1− xn) (1)

where 0 ≤ µ ≤ 4, xn ∈ (0, 1), and if 3.56994 . . . < µ ≤ 4, Logistic mapping is in chaotic
state.

The characteristics that Logistic mapping in chaotic state possesses, such as aperiodic,
non-convergence and sensitive dependence to the initial value, make it widely used in
secure communications field.

There is one point to add. Considering the security of watermarking method, the algo-
rithm proposed scrambles embedding position by Logistic mapping instead of scrambling
the watermark itself.

3. Improved Bipolar Quantization. The core idea of the improved algorithm, which
is similar to the core idea of bipolar quantization, is substituting the quantitative objective
with the median of the nearest interval based on its position and quantization step. The
difference between these two is that bipolar quantization uses A interval and B interval
to represent bit value ′1′ and ′0′. Each interval means one bit. However, in the improved
algorithm, each interval means two bits. Interval 1, 2, 3 and 4 represents bit value ′00′,
′01′, ′10′ and ′11′ respectively. Obviously, the capacity has doubled. The procedures are
as follows:

(1) Separate the value space in which c exists into two parts shown in Fig. 3 by using
∆.
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(2) Substitute c with c
′

which can carry secret information w based on its information
and quantization step.
where c is the quantitative objective, w(w = 1, 2, 3, 4, represents ′00′, ′01′, ′10′ and ′11′

respectively) is the watermark information, ∆ is the quantization step, and c
′

is the new
objective with secret information.

Figure 3. Principle of improved algorithm.

The procedures of quantization scheme are shown as follows:

Input: quantitative objective c, quantization step ∆, watermark w
Output: new objective c

′

1. t = (c fix ∆) mod 4
2. if c >= 0
3. if t + 1 == w
4. c

′
= t * ∆ + 0.5 * ∆

5. else if w − (t+ 1) == 1 or w + 4− (t+ 1) == 1

6. c
′

= t * ∆ + 0.5 * ∆ + ∆
7. else if (t+ 1)− w == 1 or (t+ 1) + 4− w == 1

8. c
′

= t * ∆ - 0.5 * ∆
9. else if |w − (t+ 1)| == 2

10. if c >= t * ∆ + 0.5 * ∆
11. c

′
= t * ∆ + 0.5 * ∆ + 2 * ∆

12. else
13. c

′
= t * ∆ + 0.5 * ∆ - 2 * ∆

14. end
15. end
16. end
17. if c < 0
18. if t + 1 == w
19. c

′
= t * ∆ - 0.5 * ∆ + ∆

20. else if |w - (t + 1)| == 2

21. c
′

= t * ∆ - 0.5 * ∆ - ∆
22. else if (t + 1) - w == 1 or (t + 1) + 4 - w == 1

23. c
′

= t * ∆ - 0.5 * ∆
24. else if w - (t + 1) == 1 or w + 4 - (t + 1) == 1
25. if c >= t * ∆ - 0.5 * ∆
26. c

′
= t * ∆ - 0.5 * ∆ + 2 * ∆

27. else
28. c

′
= t * ∆ - 0.5 * ∆ - 2 * ∆

29. end
30. end

31. end

4. Proposed Algorithm. The detail embedding and extraction procedures, which are
similar to procedures in [13], are shown in Fig. 4. Embedding position scrambling based
on Logistic mapping is also used in this algorithm. The quantization method of first
phases is the new algorithm proposed.
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(a) Watermark Embedding.

(b) Watermark Extraction.

Figure 4. The flow chart of watermark embedding and extraction.

4.1. Watermark Embedding. Embedding steps are as follows:
Step 1.: Embedding position determination

Scramble the auxiliary array b(i) = { 1, 1 ≤ i ≤ l/2
0, l/2 < i ≤M

by Logistic mapping and the

secret key K = [µ, α], where l is the length of watermark, the watermarking embedding
capacity is 2M . The element ′1′ of the array scrambled Hα, the binary array of which
length is M , represents the embedding position.

Step 2.: Pre-processing
Firstly, segment the original speech signal, denoted as s, toM equal and non-overlapping

frames, and create a matrix of frames, SM×N .
Secondly, map the embedding position array Hα which length is M one-for-one to the

M row vector of the frames matrix SM×N and apply a N -points discrete Fourier transform
to i-th frame, where Hα(i)=1, to create a matrix of the phase, P(l/2)×N = {φj(n)|1 ≤ j ≤
l/2, 1 ≤ n ≤ N}, and magnitude, Aj(n)(l/2)×N(1 ≤ j ≤ l/2, 1 ≤ n ≤ N).

Moreover, according to formula ∆φj(n + 1) = φj(n + 1) − φj(n), store the matrix of
phase difference ∆P to be embedded as follow:

∆P = [∆φj(n+ 1) = φj(n+ 1)− φj(n)](l/2)×(N−1)

=


φ1(2)− φ1(1) φ1(3)− φ1(2) . . . φ1(N)− φ1(N − 1)
φ2(2)− φ2(1) φ2(3)− φ2(2) . . . φ2(N)− φ2(N − 1)

...
...

. . .
...

φl/2(2)− φl/2(1) φl/2(3)− φl/2(2) . . . φl/2(N)− φl/2(N − 1)


(l/2)×(N−1)

(2)
Step 3.: Quantitative modification
Substitute elements in the first row of matrix of the phase P(l/2)×N with watermarks

for each frame. Detail procedure is as follow:
(1) Separate the phase space [−π, π] into two parts shown in Fig.2 by using ∆.
(2) If perceptual hash value ph(2j−1, 2j) = 00, substitute the first phase φj(1) with the

median of the nearest 1 interval. If perceptual hash value ph(2j − 1, 2j) = 01, substitute
the first phase φj(1) with the median of the nearest 2 interval. And so on, for the other
hash values ′10′ and ′11′. A binary set of data is represented as φ

′
j(1) a representing ′00′,

′01′, ′10′ or ′11′.
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(3) Re-create phase matrixes by using the phase difference to obtain the modified phase
matrix P ′l/2×N as follows:

P ′(l/2)×N = [ φ′j(1) φ′j(n) = φ′j(n− 1) +∆φj(n)](l/2)×N

=


φ′1(1) φ′1(1) +∆φ1(2) . . . φ′1(N − 1) +∆φ1(N)
φ′2(1) φ′2(1) +∆φ2(2) . . . φ′2(N − 1) +∆φ2(N)

...
...

. . .
...

φ′l/2(1) φ′l/2(1) +∆φl/2(2) . . . φ′l/2(N − 1) +∆φl/2(N)


(l/2)×N

(3)

An example of quantitative modification is shown in Fig. 5. When the watermark ′1110′

is need to be embedded in frames, the first phase of embedding frame I is substituted
with the median of nearest interval 4 which can express the watermark ′11′. The same
procedure is conducted in embedding frame II to embed watermark ′10′.

Figure 5. Example of quantitative modification.

Step 4.: Speech reconstruction
Use the modified phase matrix P ′(l/2)×N and the original magnitude matrix A(l/2)×N to

reconstruct the watermarked S ′(l/2)×N by applying the IDFT and create the S ′M×N with

the original frames and watermarked frames in sequence to get the embedded signal s′.

4.2. Watermark Extraction. Extraction steps are as follows:
Step 1.: Embedding position determination
Step 2.: Pre-processing
Segment the received speech signal, denoted as s′, to M equal and non-overlapping

frames, and create a matrix of frames, S ′M×N . Then extract the frame matrix S ′(l/2)×N
with watermark based on the embedding position array Hα and apply N -points discrete
Fourier transform to get the phase matrix with watermark P ′(l/2)×N = {φj(n)|1 ≤ j ≤
l/2, 1 ≤ n ≤ N}.
Step 3.: Quantitative identification
Identify the watermark embedded in the first row φ′j(1) of phase matrix P ′(l/2)×N in

phase space [−π, π] separated by ∆ in sequence. In detail, if φ′j(1) lies in interval 1, the
watermark embedded is ′00′, ph(2j−1, 2j) = 00. If φ′j(1) lies in interval 2, the watermark
embedded is ′01′, ph(2j − 1, 2j) = 01. And so on, for the other intervals 3 and 4. Finally,
the perceptual hash value hpα can be obtained after watermarking extraction.
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5. Performance Evaluation and Analysis of Experimental Results. The experi-
mental results will be mainly compared with results in [13]. A total number of 150 English
speech clips (16-bit signed, 16 kHz sampled and 4s length) randomly selected from English
Language Speech Database for Speaker Recognition (ELSDSR) speech database are used
to the evaluation of the proposed algorithm. The perceptual hash value length is 256.

5.1. Embedding Capacity. Compared with original algorithm in [13], the difference
between these two algorithms is that the proposed one embeds two bits in each frame and
the previous one embeds one bit while there is M frames in each speech clip to them two.
Hence the embedding capacity of algorithm in this paper is twice of that in [13] with same
parameters M=400 and T=4s. It can be shown by embedding rate (ER), as follows:

ER = M/T = 400/4 = 100 bps (4)

ER = 2×M/T = 800/4 = 200 bps (5)

where the embedding rate of algorithms in [13] and this paper are calculated in formula
(4) and (5) respectively.

Moreover, the embedding rate of the algorithm proposed can be adjusted. In fact,
the ER in (4) is the smaller value in adjustable range. From what has been described in
Section 4, obviously, the embedding rate of this algorithm is related to sampling frequency
of speech clip. On the one hand, the bigger sampling frequency is, the more sampling
points there are in speech clip, and the more embedding frames there are when the frame
length is certain. On the other hand, the smaller the frame length is, the more embedding
frames there are when the sampling frequency is certain. If there is only one sampling
point in each frame, the embedding rate will be max. Considering that in this algorithm
proposed two watermark bits can be embedded in one frame, the max embedding rate is
twice of sampling frequency taking no account of transparency and robustness. According
to speech clips in the paper with SF =16 kHz, the max embedding rate of this algorithm
is calculated as follow:

ERmax = SF × 2 = 32k bps (6)

The embedding rate of the algorithm proposed is very considerable even compared with
some watermarking algorithms of which research object is high embedding capacity. The
general embedding rate 200 bps is bigger than the one of algorithm in [16], ER = 118.2 bps.
The max embedding rate of algorithm in [17], ERmax = 4k bps, and in [18], ERmax = 8k
bps. The embedding ratio, the ratio between watermark bits and sampling frequency per
second, in [19] is 0.99, and the value in this algorithm proposed is 2.

There is one point to add. Compared with common watermarking algorithms, the one
used in speech perceptual hashing authentication system needs great transparency and
robustness. The research object of this paper is to satisfy embedding capacity require-
ments from the majority of perceptual hashing algorithms. In fact, when M=1600, the
embedding rate of this algorithm proposed is 800 bps, which can satisfy most of perceptual
hashing algorithms.

5.2. Transparency. Signal to noise ratio (SNR), which has been widely used in wa-
termarking research fields, and Perceptual Evaluation of the Speech Quality (PESQ)
[20], which is provided by ITU and whose range is -0.5 (worst) to 4.5 (best), are used to
evaluate the transparency of watermarking algorithm proposed. SNR can point out the
difference between the original speech and the watermarked one and is defined in (7).
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SNR = 10× log


L∑
i=1

s2(i)

L∑
i=1

[s(i)− sw(i)]2

 (7)

where s(i) is the original signal, sw(i) is the watermarked signal and L is the total number
of samples.

Compared with results in [13], average SNR and PESQ of 150 speech clips are sum-
marized as shown in Table 1 with ER = 200 bps , ∆ = π /6, π /9 and π /18.

Table 1. Comparison results of transparency

Quantization Step ∆
Ref.[13] This paper

SNR/PESQ

π/6 30.71 / 4.5 18.72 / 3.8
π/9 37.72 / 4.5 25.79 / 4.3
π/18 49.75 / 4.5 37.41 / 4.5

As can be seen in Table 1, compared with algorithm in [13], although the transparency
of algorithm proposed decreased somewhat, according to the range of PESQ and the
recommendation from ITU that for a watermarking algorithm the SNR should be more
than 20 dB, the algorithm of this paper can achieve good effect in transparency especially
with ∆ = π/9 and ∆ = π/18.

The reason of transparency decrease is that compared with the original algorithm, al-
though the algorithm proposed has halved the amount of updating data, the modification
strength of the data largeness.

5.3. Robustness. Bit error rate (BER), which has been widely used to evaluate the
robustness of algorithms, can points out the error bits percentage in the total number of
bits and calculate the distance between the perceptual hash values extracted phα and the
one regenerated phβ at the receiver. BER can be used as follow:

BER =

N∑
i=1

(|phα(i)⊕ phβ(i)|)

N
(8)

where N is the length of perceptual hash sequence.
The following types of content preserving operations are used to evaluate the robustness

of the algorithm proposed:
(1) Decrease volume: volume decreased by 50%;
(2) Increase volume: volume increases by 50%;
(3) Re-sampling 8-16: sampling frequency reduced to 8 kHz, and up to 16 kHz;
(4) Re-sampling 32-16: sampling frequency up to 32 kHz, and reduced 16 kHz;
(5) Narrow-band noise: with the center frequency distribution in 0 ∼ 4 kHz narrow-

band Gaussian noise;
(6) FIR filter: using a twelve order FIR low-pass filter with cut-off frequency of 3.4

kHz;
(7) Butterworth filter: using a twelve order Butterworth low-pass filter with cut-off

frequency of 3.4 kHz;
(8) Echo addition: stack attenuation was 60%, the time delay for 300 ms.
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Compared with results in this paper, Ref. [13], Ref. [17] and Ref. [21], average BER
of 150 speech clips are summarized as shown in Table 2.

Table 2. Comparison results of robustness

Operating means BER(%)
Ref. [13] Ref. [17] Ref. [21] This paper

Volume Adjustment
50% 0.89 0 to 9 0 to 1 0.40
150% 0.84 0 to 9 0 to 1 0.34

Re-sampling
16kHz→ 32kHz 0.82 − 7 to 11 11.22
16kHz→ 8kHz 7.70 − 7 to 11 2.74

Low-pass Filtering
3.4kHz FIR filter 16.38 0 to 3 0 to 8 9.08

3.4kHz Butterworth filter 24.12 0 to 3 0 to 8 15.56
Echo Addition 18.94 − 1 to 28 9.29

White Noise Addition(50dB) 15.89 0 to 3 − 8.12

As can be seen in Table 2, compared with algorithms in this paper, Ref. [13], Ref. [17]
and Ref. [21], the algorithm proposed ensures the robustness of authentication system.
The reason why BER value decreases somewhat compared with the original algorithm
in [13] is that the basic unit of embedding and extraction process is 2 bits, but the basic
unit of BER calculation is 1 bit. For example, the secret information ′10′ is judged as ′11′

after content preserving operations at the receiver. Although the meanings of watermarks
between sender and receiver are completely different, there is only one different bit in BER
calculation. Compared with other two algorithms in [17] and [21], the algorithm proposed
achieves good effect in robustness and only few content preserving operations cause great
impact on secret information (BER > 15%).

6. Conclusions. An improved bipolar quantization-based watermarking algorithm, which
can meet embedding capacity requirements from perceptual hash value transmission in
speech perceptual hashing authentication system, which is proposed in this paper with
doubled capacity than the previous one in [13]. The fundamental principles and gen-
eral processes of these two algorithms basically same, but the new one doubled capacity
in each embedding position. Experimental results show that the proposed algorithm im-
proves embedding capacity while ensuring transparency and robustness and meets embed-
ding capacity requirements of perceptual hash value transmission from speech perceptual
hashing algorithms in covert communication.
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