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ABSTRACT. Artificial Bee Colony (ABC) is easy to fall into the local optimum area and
has slow convergence velocity when solving some optimization problems. We propose a
new method, called opposition-based ABC to improve the performance of ABC in this
paper. In the process of evolution, according to the greedy selection strategy, the modified
algorithm chooses the best solution as the new location of the employed bee and the on-
looker bee from their present solution, new generated solution and opposition solution are
used to enlarge the searching area; in addition, when the employed bee and the onlooker
bee change into the scouter, the new approach proposes a new update rule, where the new
location of the scouter is decided by the location of the employed bee to enhance local ex-
ploitation of the scouter. We introduce 4 common kinds of opposition-based models into
our new approach and they form 4 kinds of opposition-based ABC algorithms. Then we
use 8 famous benchmark functions to test the 4 different models; the results demonstrate
that 4 kinds of opposition-based ABC have better performance than ABC, but there are
differences on efficiency and precision among them.
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1. Introduction. Artificial bee colony (ABC), which is originally developed in 2005 by
Karaboga [1], a Turkish scholar, is a swarm intelligence optimization algorithm based on
bees honey gathering. Once proposed, ABC attracts many scholars attention, because
ABC has many advantages such as a few parameters, easy implementation and strong
global search optimum and it is applied into lots of science projects successfully [2, 3, 4,
5, 6, 7, 8].such as shop problems [9], optimal design and manufacturing [10], parameter
estimation [11], economic dispatch [12, 13] and function optimization [14]. Although ABC
has shown a good performance over many optimization problems, it converges slowly,
especially at the middle and last stages of the search process. The main reason is that ABC
is good at exploration but poor at exploitation [15].An ideal optimization algorithm should
properly balance exploration and exploitation during the search process [16]. Initially, the
algorithm should concentrate on exploration; as iteration increases, it would be better to
exploit to find more accurate solutions. However, it is difficult to determine when the
algorithm should switch from an explorative behavior to an exploitative behavior.

In order to balance exploration and exploitation of ABC during the searching process,
this paper proposes opposition-based learning ABC (OLABC) algorithm. In the process,
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we introduce the opposition-based learning, and get best solution from three candidate
solutions as the new location of the employed bee and the onlooker bee, and we adopt
a new method of updating strategy to update the new location of the scouter which is
decided by the employed bee which can enhance the learning ability and local exploitation
of the scouter. We use 8 famous benchmark functions to test the 4 different models; the
results demonstrate that 4 kinds of opposition-based ABC have better performance in
algorithm performance than ABC, but there are differences on efficiency and precision
among them in different optimization problems.

2. ABC algorithm and Opposition-based Learning Strategy.

2.1. ABC algorithm. There are three kinds of bees, the employed bee, the onlooker bee
and the scouter. The number of the employed bee is equal to the number of the onlooker
bee. After a round of global search, the employed bee return the area of information
exchange to share information with other bees by swinging dance. The more abundant
the nectar sourceis, the greater probability it is to be selected, the more the onlooker bee
there are. Then the onlooker bee searches the areas like the employed bee. The employed
bee and the onlooker bee choose the better nectar source position as the next generation
solution according to the greedy rule.

Assume that the dimension of problem is D, the positions of nectar source correspond to
the points of solution space, the ith(i=1, 2, - - - , N P) nectar sources quality is regarded as
the fitness of solution, the number of solution(NP,i.e. the nectar sources number), is total
of the number of employed bees and onlooker bees. X; = {x;1, x;2, -+ ,x;p} represent the
location of the ith nectar source, the location, the location Xj; is updated randomly in the
d dimensions as follows(d=1,2,--- , D).

Tid = Ld + rcmd(O, 1) X (Ud — Ld) (1)

where x;4 is the location of the ith bee in the dth dimension; U; and L, stand for the
Lower and upper bounds of search space respectively.

At the beginning of the search, the employed bee generates a new nectar source around
the nectar source according to the formula (2).

Vig = Tig + rand(—1,1) X (xq — x;q) (2)

where d is a random integer which denotes that the employed bee searches in random
dimension; j € {1,2,--- , NP}(j # i) represents that it chooses a nectar source which
is different from the ith nectar source in the NP nectar source; rand(-1,1)is a random
number with uniform distribution between 0 and 1.

When the fitness value of new nectar source V; = {v;1, vsa, -+ ,vq} is better than X,
the V; replaces X; , otherwise, the ABC algorithm keeps X;, and update the employed
bees according to the formula (2). After updating, the employed bee feed information
back to the onlooker bee. The onlooker bee chooses the employed bee to follow in roulette
way according to the probability p;, and determined the retention of nectar according to
the same greedy method of the employed bee. p; is computed as follows.

fit,
SN 4.

> piat fit;

where fit, stands for the fitness value of the ith nectar source.
In the processing of search, if X; does not find the better the nectar source after reaching

the threshold limit and trial times iteration, X; would be given up and the employed
bee would be changed into the scout. The scout generates randomly a new nectar source

(3)

Di =
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which replaces X; in the search space. The above-mentioned process can be described as
follows.

(4)

Generally, ABC algorithm takes the minimum optimization problem as an example; the
fitness value of solution is estimated by formula (5).

Fit, = L/A+f) fiz0
' 1+ abs(f;) otherwise

U; t . ..
v; trial < limit

1 _ {Ld +rand(—1,1) x (Uy — Lg) trial > limit

()

where the f; is the function value of solution.

2.2. Opposition-based Learning Strategy. Opposition-Based Learning (OBL) is pre-
sented by Tizhoosh [17]in 2005, has been applied to Genetic algorithm [18], Differential
Evolution [19], Ant Colony Optimization [20] and Shuffled Frog Leaping Algorithm [21]
and so on. Whats more, OBL can generate opposite candidate solution, enlarge the search
scope and enhance the performance of the algorithms. Reference [22] has a mathematical
deduction for OBL, and in theory, it is proved that the opposition candidate solution can
be close to the global optimal solution with a greater probability.

Definition 1(Opposite Point) [23] — Let X; = {1, 22, ,2;p} be a point in a D-

dimensional space(i.e., candidate solution), where j € [a;, b;], j=1,2,--- , D, the opposite
point X = {zf,xf, -+ ,xip} is defined below.
I,?j = CLz‘j + bij — Slfij (6)
Definition 2(Dynamic Generalized Opposition-Based Learning, GOBL) [24]—
Xi5(m) = k(a;(t) 4+ b;(t)) — Xi;(t) (7)

where X7;(t) is the opposite solution of X;;(t), N is the number of particle, D represents the
dimension of problem, t is the iteration number, a;(t) and b;(t) stand form the dynamic
boundary in the jth dimension which can be calculated by the following formula.

{a(-t) = max(z};)

/ 8
b§t) = max(z};) (8)

We simply adjust the (8) as followings.

" =k(a+b—x) 9)
where k is real number According to the values of k, the four kinds of GOB model can be
expressed as follows. (1) k=0 (SS-GOB)

= —x (10)
where z € [a,b], x* € [—b, —a].
(2) k=0.5 (DSI-GOB)
2" =0.5(a+b—1x) (11)
where z € [a,b], z* € [-55%, 252].
(3) k=1 (D-GOB)
r=a+b—ux (12)

where z € [a,
(4) k=rand(0,1) (DR-GOB)
" =k(a+b—x) (13)
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where k is a random number between 0 and 1,z € [a, b], z* € [k(a+b)—b, —k(a+b) —a],
the center location of opposite solution is a random number between —aTer and “T*b

3. ABC using opposition-based learning.

3.1. The principle of algorithm. In accordance with probability theory, each can-
didate solution has 50% probability away from the optimal solution compared with its
opposite solution. Hence, we present a new approach called opposition-based ABC, and
apply the above 4 opposition-based learning models to ABC. In each iteration, by using
GOBL, the range of the current solution is far less than the initial variable range with the
increase of the number of iterations, which make population fast close to the optimum.
At the same time, in order to keep the advantage of the employed bee and the onlooker
bee, when the scouter reach the threshold limit by the trial times iteration and cannot
find better nectar source, the algorithm adopts a new updating rule to avoid the scout
updating randomly. To increase the local exploration ability of our method, the scout is
updated by formula (14)

1 rand(—1,1) x a%y  trial > limit (14)
€T. et
ik h), ,trial < limit
where k=1,2,--- ., D, xék is the location of the jth nectar source in kth dimension at the

tth iteration, 7 € {1,2,--- , NP}(j # i) represents that it chooses a nectar source which
is different from the ith nectar source in the NP nectar source; the new generated nectar
is decided by each dimension of the employed bee, some dimension of X; may come from
better location of the same nectar source.

3.2. The steps of our method. Step 1:Initialization of parameters and nectar source,
including the number of employed bee and onlooker bee N P limit, C'R, trial = 0;

Step 2: Allocate the employed bee to NP nectar sources and update by the formula (2);
When employed bee generate new nectar source V;, computet he fitness value of V; ac-
cording to formula (5); then update the employed bee by (7) and generate the opposite
solution, and its fitness value is required by (5); finally, choose the best fitness value
according to the greedy choose strategy, if V; or opposite value is kept, set trial =0,
otherwise, trial++.

Step 3: According to roulette way, estimate the probability by formula (3) and update
according to the same greedy method of the employed bee.

Step 4: Judging trial > limat, if it is satisfiedjump to Step 5, otherwise, go to Step6;

Step 5: The scouter generates the new nectar source according to formula (3);

Step 6: If the algorithm satisfies the ending condition, output the optimum, otherwise,
please turns to step 2 and continue.

4. Experiments and Results Analysis.

4.1. Test functions. 9 well-known test functions are shown in the table 1, f; ~ f; are
unimodal functions, functions f5 ~ fg are multimodal functions. Most optimization algo-
rithms fall into local optimal solution in the process of searching the optimum.
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TABLE 1. Test Functions

’ Function No H Function Name \ Range \ Optimum coordinate \ Optimum ‘
jj! Sphere [-100,100] ©,---.0) 5
fo Schwefel 2.22 [-10,10] 0,---,0) 0
f3 Schwefel 2.21 | [-100,100] (0,---,0) 0
fa Quadric Noise | [-1.28,1.28] 0,---,0) 0
fs Schwefel [-500,500] | (—420.9687,--- ,420.9687) 0
fo Rastrigin [-5.12,5.12] 0,---,0) 0
fr Ackley [-32,32] (0,---,0) 0
IE Griewank [-600,600] 0,---,0) 0

4.2. the results and analysis. 4 kinds of GOBL models called SS-GOB, DSI-GOB,
D-GOB and DR-GOB are applied to ABC, so we can get 4 different ABC algorithms
using opposition-based learning, the abbreviations of 4 ABC variants are respectively SS-
OLABC, DSI-OLABC, D-OLABC and DR-OLABC. In order to judge which ABC variant
is the best according to the experiments, we assume that the scale of population is equal
to N = 30, the maximum number of iteration is 150000, the number of population is 200,
the number of the employer bee and the onlooker bee is respectively 100, and the bee
turns into the scouter when the iteration number is more than 100.

Table 2 presents results of 5 kinds of algorithms over 30 dimensions, where Mean stands
for the mean optimal fitness value and Std.Dev represents the standard deviation. The
Mean reflects the precision at the fixed times, and the Std.Dev reflects the stability. In
order to eliminate the influence of the random of the algorithm, the algorithm runs 30
times independently, and the final average value is the final result of the algorithm.

TABLE 2. The comparison results of 5 algorithms on famous benchmark functions

F‘&“;;‘g“ ABC | SS-OLABC | DSI-OLABC | D-OLABC | DR-OLABC
Mean | 1.05e-16 | 4.12E-113 | 2.17e-124 | 1.04e-114 | 7.74e-120
h std.Dev | 8.93e-15 | 5.26e-1122 | 2.57e-123 | 5.24e-113 | 5.621e-120
Mean | 1.30e-10 | 2.58¢-51 1.10e-60 4.16e-64 | 6.59e-54
f2 std.Dev | 3.15e-10 | 7.86e-50 5.78¢-60 8.47¢-63 1.87¢-53
Mean | 3.97e0 | 1.13e-24 6.28e-34 4.08e-29 7.62¢-18
Js std.Dev| 2.93¢0 | 5.17¢-24 2.17e-33 7.48¢-28 5.28¢-17
Mean | 2.05el | 5.07e-96 7.53e-51 2.26e-15 8.99¢-52
Ja stdDev | 2.26el | 4.78E-96 2.57e-51 5.11e-15 7.85¢-37
Mean |-12501.4| -12569.5 -12095.7 122134 | -12569.5
J5 std.Dev | 2.75el 2.55e-13 5.23e2 3.25e2 1.97e-13
Mean | 2.64e-14 0 0 0 0
Jo std.Dev | 2.75e-13 0 0 0 0
Mean | 1.13e-11 | 5.89e-16 | b5.89e-16 | 5.89e-16 | 5.89e-16
Jr std.Dev | 2.82e-11 0 0 0 0
Mean | 3.53e-13 0 0 0 0
Is std.Dev | 7.24e-12 0 0 0 0

From the results of table 2, 4 different kinds of ABC using opposition-based learning
outperforms standard ABC on 8 benchmark functions. 4 kinds of improved ABC attain
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FIGURE 1. Evolution curves of unimodal functions
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the same optimization effects on fs ~ fs functions, as for the rest 5 functions, they get
different optimization results. For the comparison of SS-OLABC,DSI-OLABC,D-OLABC
and DR-OLABC, DSI-OLABC performs better than the rest 3 ABC variants on f; func-
tion; and SS-OLABC has the best performance among 4 ABC variants. So we can know
from the table 2 that 4 ABC variants have their own optimization problems and different

optimal effects.

In order to compare the performance of 5 algorithms, Friedman test is employed to
analyze results. Table 3 presents the average ranking of ABC, SS-OLABC, DSI-OLABC,
D-OLABC and DR-OLABC on 8 test functions. The lower ranking is, the better perfor-
mance and the higher rank will be. The best values are shown in bold. From the results
in the Table 3, the DR-OLABC has the best performance among 5 algorithms.

TABLE 3. results of 5 algorithms using Friedman test

’ Algorithm H Ranking‘

DR-OLABC | 2.38
SS-OLABC 2.50
D-OLABC 2.75
DSI-OLABC 2.88

ABC 4.50
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FIGURE 2. Evolution curves of multimodal functions

To illustrate the convergence velocity of 4 ABC variants in the evolution process, we
give the convergence performance curve of SS-OLABC, DSI-OLABC, D-OLABC, DR-
OLABC and standard ABC algorithm in 30 dimensions on 8 test functions. Abscissa
means function evaluations, ordinate shows logarithm of fitness value.

As shown from fig.1 and fig.2, the standard ABC has trapped to local optimum on 4
unimodal functions when the number of iterations is about 10000 times, 4 ABC variants
have not only faster convergence velocity than standard ABC, but also they are near the
optimum. 4 ABC variants have faster convergence velocity than the standard ABC on
multimodal functions such as fg , fr and fs , but the standard ABC converge faster than
4 ABC variants on function. Whether unimodal functions or multimode functions, the 4
variants convergence velocity is different.

5. Conclusions. The paper proposed opposition-based ABC, our approach generates the
opposite solution of the employed bee and the onlooker bee, choose the best solution from
three candidate solutions as the new location of the above two kinds of bees according
to the greedy selection strategy, and put forward a new updating rule of the scouter,
the new location of the scouter is decided by the location of the employer bee using the
rule. Then we use the dynamic generalized opposition-based learning into ABC, which
form 4 ABC variants according to the value of k. Finally, From analysis and experiments
based on well-known 8 benchmark functions, we find that SS-OLABC, DSI-OLABC,D-
OLABC and DR-OLABC attain better precision and faster convergence velocity when
compared with standard ABC in one sense. But the optimization effects of the 4 ABC
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variants are different on benchmark functions, DR-OLABC outperforms SS-OLABC, DSI-
OLABC,D-OLABC and ABC according to the results of average rankings. So possible
future work [25, 26] is how to choose different ABC using opposition-based learning models
according to different optimization problems.
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