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ABSTRACT. with rapid development of cloud computing and the Internet, load balance
techniques are more and more important than ever. A good scheduling algorithm is an
important method to solve the load balance problems. A new load balance algorithm based
on ABC algorithm is proposed here. It can be seen as a nmew scheduling method based
on swarm intelligence algorithm. Good experimental results proved by simulation tools
called cloudsim has shown the efficiency.
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1. Imtroduction. Cloud computing has recently emerged as a new paradigm of hosting
and delivering services over the Internet [1, 2]. It is a new way in which people needn’t
compute on local computers, but on centralized facilities operated by third-party compute
and storage utilities. And the computing is transferred from ”endpoint” to ”cloud” [3].
More and more corporations have participated in this area since 2007, such as Microsoft,
Google, Amazon and so forth. All these companies have provided the cloud computing
products themselves respectively. One of the definition for the Cloud Computing can be
described as below.

A large-scale distributed computing paradigm[13] that is driven by the economies of
scale, in which a pool of abstracted, virtualized, dynamically-scalable, managed computing
power, storage, platform and services are delivered on demand to external customers over
the Internet [4].

Based on different types of service, three scenarios where Clouds are used can be given:
Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as a Service
(SaaS). Virtualization, parallel computing, grid computing and distributed computing can
be seen as the important techniques to cloud computing [5, 6].

Load balance problem belongs to combination optimization research. It can also be
called the task scheduling problems[14, 15]. An algorithm based on the Artificial Bee
Colony|[20, 21] is proposed and the experimental results which have been done on Cloudsim
[7, 8], a cloud simulation toolkit, are used to show its efficiency. Other method based on
such swarm intelligence algorithms has been paid attention for its good performance
[16]. Our work is organized as follows: in section 2 related works are given and our
proposed algorithm is shown in section 3. Experimental results are proposed in section 4.
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Conclusion and some future work is described in section 5. Acknowledgment is in section

6.

2. Related work.

2.1. Methods and Algorithms for Load Balance Problems. As shown in the above
introduction part, the rapid development of the computer network and Internet applica-
tions show that the load balance in cloud computing has been widely used to improve the
system response time and enhance utilization of system resources|9]. Generally speaking,
some important and famous development time and events can be summarized as follows.

(1)1996-1999: Finding opportunities: starting stage

(2)2000-2003: Developing in enterprises|[10]

(3)2003-2005: Network upgrading

(4)2006-2008: Load Balance upgrading: application development

(5)2006: Google CEO Eric Schmidt first put forward the notion of cloud computing

on SES San Jose 2006

(6)After 2006, cloud computing as an important part of load balance has been widely

spread

Load balance algorithm is related to consumer requirements and system efficiency.

It is worth to say that the load balance problem is an NP problem, and most of the
optimization algorithms for it are sub-optimal algorithm[11, 12]. In fact, performance of
an algorithm is restrained by many factors, such as the complex network environment,
different performance of nodes, servers, hosts and so on.

2.2. Cloudsim Experimental Platform. Cloudsim is cloud computing imitating soft-
ware developed by the University of Melbourne and Gridbus in 2007. Its basic frame is
shown in the following figure 1.
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FIGURE 1. Basic frame of CloudSim

Generally speaking, there are three layers in CloudSim, including the cloudlets layer, the
VMs layer and the datacenter layer. The cloudlets layer is provided by service providers to
users for simulating apps. The second layer is the VMs layer which offers virtual machines
to process tasks. The last one is the datacenter layer which is the cloud computing system.

3. OUR PROPOSED METHOD.
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3.1. Parameter Settings. In order to describe the whole designed systems, the VMs
and the cloudlets should be established firstly. So, their parameters based on the actual
system should also be set in advance. Parameters of a VM show the characteristics of the
VM, such as memory, storage, bandwidth and so forth. A task, which has a pre-assigned
instruction length and amount of data, is represented by a cloudlet.

The parameters of a VM can be described as follows:

1) The identification of the VM is defined as vmid. It is the unique symbol of the
VM that is used to distinguish different VMs in the system.

2) MIPS are the millions of instructions per second which is used to show the
computing speed. It is a fundamental variable to measure the speed of CPUs.

3) The image size is defined as size. It is the size of storage in a VM and is used to
set available space.

4) The ram describes VM memory. As long as the computer is running, operation
data will be transferred to the memory. When the tasks are completed, the results
will be sent from the ram.

5) The BW is described for the bandwidth. It represents that how much data can
be transmitted in a fixed period, and it also shows capacity of transmitting data in
the transport pipeline.

6) The number of cups is pesnumber.

7) The virtual machine manager name is VMm.

The parameters of cloudlet can be described as follows:

1) The cloudlet is marked as id. It is the unique symbol of a cloudlet in the overall
system, so that we can use it to distinguish different cloudlets.

2) The length of a cloudlet is recorded as length. It refers to the size of a cloudlet
that if a VM can finish the applied task depending on.

3) The size of a file is described as filesize.

4) The size of an output file is outputsize. After tasks are completed, it figures the
size of the cloudlets that will be output.

5) The utilization of a cloudlet is utilizationM odel.

3.2. Mathematical Model. The load of virtual machines discussed in this paper is
expressed by the number of cloudlets and the capacity of VMs [17]. As shown in the
following formular (1).

LOAD = MIPS x NumCPU + BW (1)

As shown in the above formula, LOAD is the capacity of CPU, the MIPS gives millions
of instructions per second, the NumC PU illustrates the number of cups, and the BW
presents the bandwidth.

In fact, capacity of a VM’s load is based on the MIPS, the number of CPU and the
bandwidth.

First of all, we will give the definition of load balance. It is based on the variance of
the tasks lengths sum and is scheduled by every VM shown as below.

vmNum

P=FY F @)

In the above formular (2), P; is the percentage of a VM tasks length in all VMs. F; is
the length of scheduled tasks of a VM that describes the load.
At last, we introduce a judgment of load balance as shown in the following formulation

(3).
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vmNum vmNum

bla = Z (( Z P;)/vmNum — P;)?/vmNum (3)

j=1 i=1

Here, the vmNum is the number of all VMs and the variance represents average rate
about the load of a VM accounting to the load of all VMs.

3.3. Tasks Scheduling Algorithm. Tasks scheduling algorithm is aimed at searching
the better solutions for a tasking assignment system at one time. In other words, it gives
a locally optimal solution. It means that the algorithm cannot have access to the optimal
solutions for all problems, whereas it can produce a wide range of optimal approximate
solutions for the global optimal solutions [18, 19].

The scheduling algorithm in this paper is represented as follows:

1) Initialization: Initialize all parameters of VMs and cloudlets. Based on the
actual environment which we need in our projects, they are set.

2) Selection: According to the rate (n%), n% of all VMs are chosen as a sample to
implement the NO.i task. At this step, we will choose the optimal VM in all selected
VMs by formulation (2). Because of less VMs, the efficiency can be accepted.

3) Iteration: After choosing a VM, due to the randomness of the VM selected in the
Step 2, here, you can utilize the iteration formulation for searching a more efficient
VM to implement the task. The iteration formulation which we can find a more
optimal solution according to it can be shown in the following formulation (4).

LOAD;(t +1) = LOAD; + ¢(LOAD;(t) — LOAD,(t)) (4)

In the above formulation, the iterative times is represented by ¢, and ¢ is a random
number between 0 and 1. Through the iteration, a better solution to scheduling the
task to VMs will be got.

4) Judging overload: After computing ”bla”, we can judge if the current system
is overloaded or not. According to the result, we decide whether we will use the
limited formulation to balance the system or not. If the system is balanced, then go
to the Step 6. Otherwise go to the Step 5.

5) Limited: If the result in the Step 4 presents the current system is overloaded,
we will use the formulation below for renewing the system to schedule the task to
another VM. The limited formulation is as show in the following formulation (5).

LOAD; = LOAD; + 1 % (LOAD 4 — LOAD, 1) (5)

6) Judging balance: If the system is not balanced, then judge the loop ends
and based on the result make a decision to decide whether to go to Step 3 or not.
Otherwise the system distributes the tasks directly.

7) Judging end: By judging whether there is another task, we will go back to the
Step 2 or stop the process.

Generally speaking, the tasks are scheduled to a better VM. Its advantage is that the
system can be avoided to be overloaded; the algorithm makes all tasks scheduled more
efficiently.

The whole process can be shown in the following figure 2.

In our algorithm, the balance criteria are aimed at implementing the program under
the circumstances that can be controlled. It can keep balance of the system in the current
environment. At last, when all VMs are overloaded and there are remnant cloudlets not
to be processed, tasks will be scheduled based on a random method.
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F1GURE 2. The proposed ABC algorithm based load balance method

4. EXPERIMENTAL RESULTS AND ANALYSIS. To show the efficiency and
the accuracy of our proposed ABC algorithm based on load balance method, the CloudSim
is used for testing and giving some experimental results.

In the first experiment, 350 cloudlets, 30 VMs and 750 cloudlets, 70 VMs are used
in the experiments respectively. Some results are described in the following figure 3. The
detailed experimental results are shown in the following tables corresponding to the above
two curves in figure 3.

The above graph illustrates that there is a fluctuation between 10000 and 50000. It
is that because the algorithm is an intelligent and random algorithm. The intelligent
algorithm which does not produce a constant value is a dynamic random algorithm.

The second experiment gives the results when the number of cloudlets and the
number of VMs change simultaneously. As shown in the following figure 4. And the table
2 shows the detailed data in this experiment.

In the above figure, when the ratio of cloudlets and VMs is fixed in every group, with
the number of cloudlets and VMs increasing simultaneously, the lines all fluctuate. The
worst line sharply climbs between the first and fifth group. After that until the tenth
group, it has a fluctuation from the value 20000 to 70000. Because of the intelligent
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TABLE 1. Detail data for experiment 1

(a) 16 times testing ”finish time” results for 70 VMs and 750

Cloudlets

31349.53

20083.28

33729.2

23945.36

23914.7

32920.51

33552.31

23413.74

32866.8

31647.99

31413.04

25476.38

49233.06

31578.18

23515.54

21933.93

35610.36

24949.06

31209.13

31800.49

(b) Results for 30 VMs and 350 Cloudlets

31643.31

11309.4

16030.74

22470.5

47741.43

22659.38

29474.47

22358.58

30478.46

22208.69

21142.57

30029.56

26066.7

14929.83

21855.76

32606.21

31522.05

28731.22

30811.19

19660.03

——best
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FIGURE 4. The results in the second group

algorithm, the worst line shows some random results. However, the best line remains
stable during the first and sixth group and then there is a slight fluctuation. Finally, a




466

L. L. Tang, Z. H. Li, J. S. Pan, Z. F. Wang, K. Q. Ma and H. N. Zhao

TABLE 2. Parameters and results in the experiment 2

(a)

1 2 3 4 5
VMs 10 20 30 40 50
Cloudlets 100 200 300 400 200
Best 1957.91 | 4529.31 | 3808.55 | 6929.32 | 6401.9
Worst | 9432.57 | 24110.44 | 37572.82 | 50335.75 | 63061.89
Average | 3632.91 | 11347.72 | 17918.12 | 28429.51 | 21287.72
(b)
6 7 8 9 10
VMs 60 70 80 90 100
Cloudlets | 600 700 800 900 1000
Best 8836.42 | 18710.71 | 10001.59 | 10409.98 | 12736.28
Worst | 51454.2 | 33145.77 | 68567.37 | 23156.78 | 24230.93
Average | 34977.3 | 26458.91 | 20223.36 | 14524.97 | 15589.29

gentle grow occurs in the average line till to the fourth group. Furthermore, the average
line decreases slowly after a fluctuation.

5. CONCLUSIONS. Based on the ABC algorithm, we propose a load balance method
to solve the load problems on the Internet. Experimental results prove its efficiency.

A load balance method based on the ABC algorithm for cloud computing has been
proposed in this paper. This is a good method that the ABC algorithm is used in solving
the load balance problems. It can schedule the tasks to reasonable VMs and keep the
system under the balanced circumstance. Due to the lots of experiments, we can get a
conclusion that the algorithm can complement the load balance and meet the requirements
from the clients.

Additionally, through the cloudsim toolkit, we can simulate the actual system and test
the algorithm. The cloudsim is an efficient tool to test the algorithm in cloud computing
environment. To to find a more efficient scheduling method is our future work.
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