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ABSTRACT. Due to the high heterogeneity of ontologies, a combination of many methods
18 mecessary to correctly discover the semantic correspondences between their elements.
But how to determine the optimal combination way in order to obtain an ontology align-
ment with high quality is still a challenge. To this end, in this paper, we propose to use
the Artificial Bee Colony Algorithm (ABC) to solve the ontology meta-matching problem.
In particular, we construct a new optimal model for the ontology meta-matching problem
and design a problem specific ABC' to solve it. The benchmark of OAEI 201/ is utilized
to test our approach, and the experimental results show that the mean recall and precision
of our approach is generally high, and the mean f-measure of the alignments obtained by
our approach outperform all other state of the art matching systems.
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1. Introduction. In the semantic web, the kernel technology ontology might be designed
by various communities, which may result in the ontology heterogeneous problem and
hamper the applications on these ontologies from cooperating with each other. To over-
come this problem, the most ground approach is to determine the semantically identical
entities between heterogeneous ontologies, so called ontology matching. Since manually
match the ontologies is highly impractical, a lot of techniques for ontology matching have
arisen in recent years. All of the techniques can, in a fully automatic way or in a semi-
automatic way, provide a numerical similarity value to determine whether each pair of
entities which belonging to different ontology are semantically similar or not. Since no
independent similarity measure could provide satisfied result in all scenarios, the common
strategy is to take multiple similarity measures into consideration and aggregate them
into a single metric through the aggregating parameter set. Therefore, how to select the
appropriate similar measures and how to assign the different weight to obtain a satisfac-
tory matching result, so call ontology meta-matching problem, is critical to the success of
Semantic Web.

To solve the ontology meta-matching problem, various ontology matching systems have
arisen, and since the beginning, heuristic approaches, and in particular, Evolutionary Al-
gorithms (EAs), are appearing as the most suitable methodology. The most notable one
is GOAL (Genetics for Ontology ALignments) [1], which does not directly compute the
alignment between two ontologies, but it determines, through a Genetic Algorithm (GA),
the optimal weight configuration for a weighted average aggregation of several similarity
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measures by considering a reference alignment. Also, Naya etc. [2] propose a genetic
algorithm based approach to find out how to aggregate different similarity metrics into a
single measure, and Ginsca etc. [3] focus on optimizing the whole similarity aggregation
step as a single unit, including the threshold for filtering the final alignment. However, the
slow converging speed and the premature convergence are two main shortcomings of the
classical EAs for ontology meta-matching problems [4], which makes them incapable of ef-
fectively searching the optimal solution for large scale and complex problems. To this end,
our work investigates a new emerged swarm intelligence algorithm, named Artificial Bee
Colony Algorithm (ABC) [5], to efficiently face the problem of ontology meta-matching.
In particular, ABC simulates the foraging behavior of honey bees, and comparing with
EA, ABC has less control parameters and stronger global search ability. On the basis of
current development of ABC [6, 7, 8, 9, 10], in this work, we further design a Directed Ar-
tificial Bee Colony algorithm(DABC) [11] to solve the ontology meta-matching problem,
which can effectively improve the convergence speed and overcome the slow convergence
problem of EA.

The rest of the paper is organized as follows: Section 2 is devoted to the state of the
art related to the ontology alignment; Section 3 is give basic concepts and definitions of
the ontology alignment; Section 4 describe the ABC; section 5 propose use ABC to solve
similarity aggregation in ontology alignment; section 6 present some experiments carried
out ; section 7 draws the conclusions.

2. Directed Artificial Bee Colony Algorithm for Ontology Meta-Matching Prob-
lem.

2.1. The Single-Objective Optimal Model for Ontology Meta-matching Prob-
lem. In this paper, an ontology can be defined as a quintuple O = (C, P, I) [12], where
(' is the set of classes, i.e. the set of concepts that populate the domain of interest; P is
the set of properties, i.e. the set of relations existing between the concepts of domain; I is
the set of instances, i.e. the set of objects of the real world representing the instances of
a concept. Furthermore, according to [13], the ontology matching process can be defined
as a function # which, from a pair of ontologies O and O’ to align, an input alignment
Ay, a set of parameters p, a set of resources r, returns a new alignment Ay between these
ontologies: Ay = 60(0,0’, Ar,p,r). The output alignment Ay is a set of semantic match-
ings, each one of them is used for linking an entity belonging to the first ontology with a
similar entity belonging to the second ontology. In the matching process, the quality of
an alignment is evaluated through recall, precision and f-measure in information retrieval
domain [15], which are defined as follows: given an alignment A and a reference alignment
R,

|[RN A
recall = (1)
C
. |[RNA|
precision = (2)
Al

precision - recall

f —measure =2 - —
precision + recall
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In our work, we take maximizing the value of f-measure as the goal, and given n
similarity measures to aggregate, the single-objective optimal model for ontology meta-
matching problem can be defined as follows:

max  (f — measure(X))
st. X = (x1,2, ..., Tn, Tpi1)" (4)
D ri=1

r;€[0,1,i=1.n+1

where the decision variable X represents the parameter set, i.e. the weights for aggre-
gating various similarity measures (z;, i = 1...n), and a threshold (z,1) for filtering the
aggregated alignment, used to obtain the final alignment.

2.2. Artificial Bee Colony Algorithm. Swarm Intelligence, as a subfield of artificial
intelligence, is used to solve optimization problems, have attracting more and more atten-
tion during the past decade. Artificial Bee Colony(ABC) is a popular swarm intelligence
algorithm for function optimization that is inspired by the intuitive food foraging behavior
of honey bee insects. In ABC, for a search problem in a D-dimensional space, the position
of food source represents a potential solution, and the fitness of solution determined by
the quality of the food source. The colony of artificial bees consists of three groups of
bees: employed bees, onlooker bees and scout bees. Each of them, plays different role in
the process, we describe them as follow:

e The employed bees in charge of search food source and gather to share information
about the quality of the food source;

e The onlooker bees stay in the hive to get information about the food source and
select one of the source to exploit the nectar;

e The employed bee whose food source has been exhausted by the bees become a scout
bee, the scout bees search new food source randomly in places of the abandoned foods
sources ;

Similar to the other population-based algorithms, ABC solution search process is an
iterative process. After the initialization phase, ABC algorithm repeatedly executes the
employed bees phase, onlooker bees phase and scout bees phase until meeting an optimal
solution. All these phases will be presented in details in the next sections.

2.2.1. Initialization of the population. This phase is to initialize some parameter and
population.

There are three Control parameters to be initialized, i.e. the number of food source,
marked with symbol SN; the number that a position of a solution not updated over which
considered to be abandoned, marked with symbol lim:t; the maximum cycle number,
marked with symbol MCN. At first, the bee colony consists of employed bees and
onlooker bees, the number of employed bees is equal to the onlooker bees, so the percentage
of onlooker bees and employed bees is 50% of the whole colony respectively.

The initialization of population is to initialize SN food source. Let a D-dimensional
vector z;(i = 1,2,..., SN) be the ith food source (solution) in the population, where SN
is the population size and D is the problem dimension size. Each food source is generated
obedient to uniformly distribution as follows:

xij - xminj + rcmd[O, 1]<xmamj - xminj); fOT ] € {]-7 27 ceey D} (5)

where ,,;n; and 2,45 are the lower and upper bound of z; in 4" direction, respectively.
rand|[0,1] is a a random number uniformly distributed between 0 and 1.
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2.2.2. Employed bees phase. In employed bees phase, each employed bee modifies a current
solution into a new solution according to Eq.(6). If the fitness value of new solution is
higher than the parent solution, the employed bee chooses the new solution instead of
the old one to update its position. The new solution generated based on the following
formula:

Ti; = Tij + 8(xij — Tij) (6)
where x, is a randomly selected solution in the current population, k # i,k € {1,2,...,SN}
and j € (1,2,..., D) are randomly chosen indices. ¢;; is a uniformly distributed random
number in the range[-1,1].

2.2.3. Onlooker bees phase. When all employed bees complete their search, they come into
the hive and share the nectar information of the sources with onlooker bees which waiting
on the dance area. An onlooker bee chooses a food source according to a probability, p;
associated with the fitness of the food source, calculated by the following expression:

SP B @
Zi:1 f %

where f; is the fitness value of the ¢th solution in the population. Like the employed

bee did, the onlooker bee produces a modification on the position according Eq.(6), and

compares the fitness of the candidate solution with the parent solution, if the candidate

solution’s fitness is higher than the parent solution’s fitness, then the bee will choose the
candidate one over the parent one.

Di

2.2.4. Scout bees phase. If the position of a solution cannot be improved further over
a predefined number of cycles, limit, then that food source will be considered to be
abandoned and replaced by a new food source, which randomly searched by a scout bee
within the search space. This operation is defined as follows:

Tij = Tpming + 1and[0, 1 (ZTmanj — Tming), for j € {1,2,...,D} (8)

Where Z,,in; and Zp,qe; are lower and upper bound of z; in 4t direction, respectively.
rand[0,1] is a a random number uniformly distributed between 0 and 1.

2.2.5. Main steps of the ABC' algorithm. Base on the description above, the pseudo-code
of ABC as show as follows:

Algorithm 1 Artificial Bee Colony Algorithm:

initialize population:
define the control parameters (SN, limit and MCN) ;
randomly generate SN solutions;
repeat
employed bees phase:
modify the current solutions;
choose the solutions with higher fitness;
onlooker bees phase:
select some solutions according to a probability ;
update the solutions depend on their fitness;
scout bees phase:
send the scout bees to randomly search new solutions ;
use the new solutions instead of the abandoned solutions;
memorize the best food source found so far
until termination criteria is satisfied;
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2.2.6. Directed Artificial Bee Colony Algorithm. ABC use only one design parameter to
generate the candidate solution at each iteration, this causes the convergence rate of the
algorithm is poorer. In order to accelerate convergence of the algorithm, [16] introduces
a control parameter (modification rate-MR) in ABC to determined not one but multiple
parameters to be modified, however this approach is based on updating more design
parameters than one. Considering ¢;; is a random number in the range[-1,1] in Eq.(6),
this cause fully random direction in the searching around the food source in the standard
ABC and cause the slow convergence of the algorithm, Directed Artificial Bee Colony
Algorithm(DABC)[11] add directional information for each dimensions of each food source
position, and use this directional information to modify Eq.(6) as follows:

T4 + jSj X (xij — :Ekj) if dij =0
Q?;j = § Ti; + 1y X CLbS(ZEZ’j — xkj) if dij =1 (9)

while ¢;; is a random number in range of [-1,1], r;; is a random number in range of [0,1],
and abs is absolute function, d;; is the direction information for j" dimension of the "
food source position.

The directional information for all dimensions are initialized to zero during the ini-
tialization phase of the algorithm and changed during the employed bees phase and the
onlooker bees phase. If the fitness value of a new solution which obtained by Eq.(9) is
higher than the old one, the direction of the dimension is set to 1 or -1. If previous
value of dimension is less than the current value, the direction of the dimension is set to
1, otherwise is set to -1. If the fitness value of a new solution is less than old one, the
direction of the dimension is set to 0. The formulas is as follows:

1 if fitnessy > fitness; and x}; > 1y
dij = q —1 if fitnessy > fitness; and xj; < xj; (10)
0 if fitness; < fitness;

where fitnessy is the i'" new solution and fitness; is the i"* old solution, ;; is the value
of the i new solution in j* dimension and z;; is the value of the i old solution in ;%
dimension.

3. Experimental Result and Analysis.

3.1. Experiment Configuration. The similarity measures used are as follows:

e Levenstein Distance (Syntactic Measure) [17],

e Jaro Diatance (Syntactic Measure) [13],

e WordNet based similarity measure (Linguistic Measure) [18],

e Similarity Flooding based similarity measure (Taxonomy-based Measure) [19].

The parameters used by DABC algorithm are listed as follows:

e MCN(maximum cycle number): 300,

e NP(the Size of colony): 20,

e SN(the number of food source): 10(NP/2),

e the number of employee bees: 10(NP/2),

e the number of onlooker bees: 10(NP/2),

e D(the number of dimension of food source): 4,
e limit: 5,

e upper bound: 1,

e lower bound: 0,



Using Artificial Bee Colony Algorithm for Optimizing Ontology Alignment 771
TABLE 1. Brief Description of OAEI 2014 Benchmark

ID Brief description
101-104 | The ontologies under alignment are the same with each other
201-210 | The ontologies under alignment have the same structure,
but different lexical and linguistic features
221-247 | The ontologies under alignment have the same lexical
and linguistic features, but different structure
248-266 | The ontologies under alignment have different lexical,
linguistic and structure features
301-304 | The ontologies under alignment are real world cases

e direction:a SNxD matrix, The initial value of all elements is 0,
e terminate condition:the number of cycles reach MCN; or f-measure reach 1, or Global
optimal solution is not updated up to 30.

The hardware configurations used to run the algorithms are as follows:

e Processor: Intel Core i7-4600U CPU,
e CPU speed: 2.10GHz,
e RAM capacity: 15G.

3.2. Results and analysis. In order to study the effectiveness of our proposal, we have
exploited a well-known dataset, named benchmark track, provided by the Ontology Align-
ment Evaluation Initiative (OAEI) 2014 [14] and commonly used for experimentation
about ontology alignment problem. In detail, each test case, see Table I, consists of a
set of small scale ontologies which are built around a seed ontology that contains 33
named classes, 24 object properties, 40 data properties, 56 named individuals and 20
anonymous individuals, and many variations of it. Variations are artificially generated,
and focus on the characterization of the behavior of the tools rather than having them
compete on real-life problems. They are organized in three groups: Simple tests (1xx)
compares the reference ontology with itself; Systematic tests (2xx) are obtained by dis-
carding/modifying features, which include names of entities, comments, the specialization
hierarchy, instances, properties and classes, from the reference ontology; Real-life ontolo-
gies (3xx) are found on the web. In this experiment, we utilize the downloadable datasets
from the OAEI 2014 official website for testing purposes.

In order to compare the quality of our proposal with the participants of OAEI 2014
and GOAL, the famous ontology matching system based on GA which is introduced in
the Section 1, we evaluate the obtained alignments with traditional recall, precision and
f-measure, and the results in Table II are the mean values of all the test cases, and the
symbols R, P and F' stand for recall, precision and f-measure, respectively.

As can be seen from Table II that the mean recall and precision of our approach are
generally high, and the mean f-measure of the alignments obtained by our approach
outperforms all other matching systems. Therefore, through the comparison with the
state-of-the-art ontology matching systems, our proposal is effective.

4. Conclusion. Due to the high heterogeneity of ontologies, a combination of many
methods is necessary to correctly discover the semantic correspondences between their
elements. But how to determine the optimal combination way in order to obtain an
ontology alignment with high quality is still a challenge. To this end, in this paper, we
propose to use ABC to solve the ontology meta-matching problem. In particular, we
construct a new optimal model for the ontology meta-matching problem and design a
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TABLE 2. Comparison of our system with the participants in OAEI 2014

Systems R P F
AML 0.39 [ 0.92 | 0.55
AOT 0.53 [ 0.80 | 0.64
AOTL 0.53 [ 0.85 | 0.65

LogMap 0.40 | 0.40 | 0.40

LogMap-C |0.40 | 0.42 | 0.41
LogMapLite | 0.50 | 0.43 | 0.46
MaasMatch | 0.39 | 0.97 | 0.56
OMReasoner | 0.50 | 0.73 | 0.59
RSDLWB | 0.50 | 0.99 | 0.66

XMap2 0.40 | 1.00 | 0.57

GOAL 0.76 | 0.68 | 0.72
Our System | 0.79 | 0.92 | 0.85

problem specific ABC to solve it. We utilize the benchmark of OAEI 2014 to test our
approach, and the experimental results show that the mean recall and precision of our
approach is generally high, and the mean f-measure of the alignments obtained by our
approach outperform all other state of the art matching systems.
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