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Abstract. Multi-Objective Evolutionary Algorithm (MOEA) is emerging as a new method-
ology to tackle the ontology meta-matching problem. However, for dynamic applications,
besides the alignment’s quality, runtime and memory consumption in the matching pro-
cess are also of great importance. In this paper, we propose an efficient NSGA-II based
ontology meta-matching technology to improve the efficiency of NSGA-II based ontology
meta-matching technology. In particular, our approach can automatically prescreen the
less promising ontology alignments to be combined, which can reduce the search space of
NSGA-II and improve its runtime, and reduce the number of exact individual evaluations
by using Gaussian Random Field Model (GRFM), which can decrease the memory con-
sumption of NSGA-II. The experimental results show that the utilization of alignment
prescreening approach and GRFM is able to significantly improve the efficiency without
sacrificing the alignment’s quality.
Keywords: Ontology meta-matching, GRFM, NSGA-II

1. Introduction. Multi-Objective Evolutionary Algorithms (MOEA) is emerging as a
new methodology to tackle the ontology meta-matching problem [2]. However, for dy-
namic applications, besides the alignment’s quality, runtime and memory consumption
in the matching process are also of great importance. In this paper, we propose an im-
proved NSGA-II [1] to optimize the meta-matching process. Particularly, an alignment
prescreening approach is first proposed to prescreen the less promising ontology align-
ments and reduce the search space, and then the Gaussian Random Field Model (GRFM)
is used to speed up NSGA-II and decrease the memory consumption during the ontology
meta-matching process.

The rest of this paper is organized as follows: section 2 introduces the basic definitions
and the multi-objective optimal model of ontology meta-matching problem; section 3
describes the alignment prescreening approach; section 4 formulates the GRFM assisted
NSGA-II; section 5 presents the experimental studies and analysis; finally, section 6 draws
conclusions.

2. Multi-Objective Ontology Meta-matching. In this work, an ontology is defined
as O = (C,P, I,Λ,Γ) [3], where C,P, I,Λ,Γ are respectively referred to the set of classes,
properties, instances, axioms and annotations. In addition, an ontology alignment A
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between two ontologies is a correspondence set and each correspondence inside is defined
as (eO1 , eO2 , conf,=), where eO1 and eO2 are the entities of two ontology O1 and O2,
respectively, conf ∈ [0, 1] is a confidence value holding for the correspondence between
eO1 and eO2 , = is the relation of equivalence.

Since in the golden alignment, one entity in source ontology is matched with only
one entity in target ontology and vice versa, based on the observations that the more
correspondences found and the higher mean similarity values of the correspondences are,
the better the alignment quality is [4], we propose the following ontology alignment quality
measure: 

max (MF (X), avgSim(X))
s.t. X = (x1, x2, . . . , xn)T , xi ∈ [0, 1]∑n−1

i=1 xi = 1
(1)

where the decision variable X is a n-dimension vector where xi, i ∈ [1, n − 1] represents
the i-th alignment’s weight to be aggregated and xn the threshold for filtering the ag-
gregated alignment, and MF and avgSim are the functions that respectively calculating
X’s corresponding alignment’s MatchFeasure [5] and the mean similarity value of all the
correspondences inside.

3. Alignment Prescreening Approach. It’s obvious that the poorly performed ontol-
ogy alignments are those having large distances from the aggregated alignment. In order
to distinguish the poorly performed ontology alignments, given a set of similarity matrices
{Sj}, we define the bias ratio BR of multiple similarity matrices as follows:

BR({Sj}) =

∑
j(
∑

eO1
→eO2

p(Mapj(eO1 , eO2)|Sj,Map{j}(eO1 , eO2)))

total number
(2)

where:

• p(Mapj(eO1 , eO2)|Sj,Map{j}(eO1 , eO2)) is the difference probability of mapping (eO1 , eO2)
between aggregated mapping Map{j} and Sj’s mapping Mapj, which can be calcu-
lated by the following formula:

p(Mapj(eO1 , eO2)|Sj,Map{j}(eO1 , eO2)) =
|simMapj(eO1 , eO2)− simMap{j}(eO1 , eO2)|

max(simMapj(eO1 , eO2), simMap{j}(eO1 , eO2))

where simMapj(eO1 , eO2) and simMap{j}(eO1 , eO2) refer to the similarity value of eO1

and eO1 in Mapj and Map{j} respectively;
• total number is the number of (eO1 , eO2)whose similarities in the aggregated matrix

and each Sj do not both equal 0.

In this work, the threshold is set as 0.25 and the similarity matrix with BR > 0.25 will be
discarded. In this way, if the average biases of all the similarity matrices are larger than
the threshold, then merely one similarity matrix with the lowest BR will be selected as
the final similarity matrix.

4. Gaussian Random Field Model Assisted NSGA-II. GRFM can be integrated
into evolutionary optimization procedures in two different ways: (1) some generations are
evaluated by the true objective function and some other generations are evaluated solely
by the metamodel; (2) in each generation (apart from the very first one), metamodels
and exact evaluation function are used in a cooperative manner. The second approach,
which is adopted in our work, turns out to be quite robust and proved to be successful in
many applications[6]. In order to filter individuals which are not promising, the offspring
population’s individuals need to be ranked based on ŷ(x), which is predicted through
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Table 1. Outline of Gaussian Random Field Model assisted NSGA-II.

The outline of Gaussian Random Field Model assisted NSGA-II
generation = 0;
Initialize the Population Pt;
Evaluate Pt and insert results into D;
while generation < maxGeneration do
P ′t = generateByGeneticOperators(Pt);
Evaluate P ′t with GRFM derived from D;
Choose individual set Qt ⊆ P ′t according to CR;
P(t+1) = rankAndSelect(Qt ∪ Pt);
generation = generation+ 1;
end while

Table 2. Brief Description of OAEI 2016’s Bibliographic Track.

ID Brief description
1XX Two ontologies have same structure, lexical and linguistic features
2XX Two ontologies have different structure, lexical or linguistic features
3XX Two ontologies are from real world’s applications

metamodel and its corresponding standard deviation ŝ(x). Moreover, we use the following

formula to calculate the predicted value f̂(x) instead of using ŷ directly [7]:

f̂(x) = ŷ(x) + ŝ(x); (3)

Once a non-dominated set is found by NSGA-II, a Constant Ratio (CR) selecting
strategy[8] is applied to choose the most promising offspring for precise evaluation. The
CR strategy makes extensive use of the GRFM information and thus it has the potential
to improve the convergence significantly. In our work, we set the selecting ratio of CR to
0.25 and the outline of the GRFM assisted NSGA-II is presented in Table 1.

5. Experimental Studies and Analysis. In the experiment, we utilize the biblio-
graphic track of OAEI 2016 [9] to test our approach’s performance, whose brief description
is shown in Table 2.

5.1. Experimental Setup. The similarity measures used in this work are as follows:

• Levenshtein distance based Syntactic Measure [10],
• Wordnet based Linguistic Measure [11],
• Similarity Flooding algorithm based Taxonomy Measure [12].

In our work, NSGA-II uses the following parameters which represent a trade-off setting
obtained in empirical way to achieve the highest average alignment quality on all test
cases of exploited dataset. Through the configuration of parameters chosen in this way,
it has been justified by the experiments in this paper that parameters chosen are robust
for all the heterogeneous problems presented in the testing cases, and it is hopeful to be
robust for the common heterogeneous situations in the real world.

• Numerical accuracy = 0.01,
• Population scale = 200,
• Crossover probability = 0.6,
• Mutation probability = 0.02,
• Maximum generation = 3000.
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Table 3. Friedman’s test on the execution time taken per generation. Each
value represents the execution time (second), the number in round paren-
theses is the corresponding computed rank, and approach A, B and C
respectively refer to the approach using NSGA-II, prescreening approach
and NSGA-II, GRFM assisted NSGA-II.

ID Approach A Approach B Approach C Our Approach
101 1.766 (4) 0.809 (2) 1.341 (3) 0.791 (1)
103 1.941 (4) 0.895 (2) 1.298 (3) 0.813 (1)
104 1.936 (4) 0.882 (2) 1.368 (3) 0.841 (1)
201 26.237 (4) 15.145 (2) 23.667 (3) 14.527 (1)
203 23.129 (4) 20.339 (3) 20.010 (2) 16.760 (1)
204 23.137 (4) 14.123 (2) 18.344 (3) 11.757 (1)
205 22.538 (4) 14.861 (2) 16.904 (3) 11.636 (1)
206 22.593 (4) 15.905 (2) 16.954 (3) 13.676 (1)
221 23.208 (4) 15.637 (1) 17.839 (3) 15.909 (2)
222 22.472 (4) 15.743 (2) 18.481 (3) 13.501 (1)
223 28.851 (4) 19.707 (3) 17.207 (2) 13.419 (1)
224 22.796 (4) 15.126 (2) 17.109 (3) 14.736 (1)
225 23.220 (4) 13.194 (2) 19.431 (3) 10.852 (1)
228 5.622 (4) 2.520 (2) 4.243 (3) 2.486 (1)
230 19.158 (4) 15.480 (1) 16.435 (3) 15.921 (2)
231 22.996 (4) 16.855 (2) 20.010 (3) 15.801 (1)
301 11.337 (4) 8.009 (2) 9.525 (3) 7.900 (1)
302 7.734 (4) 6.530 (3) 5.776 (2) 5.124 (1)
304 17.247 (4) 14.525 (2) 16.926 (3) 10.565 (1)

Average 17.259 (4) 11.871 (2.05) 13.362 (2.84) 10.618 (1.11)

Table 4. Holm’s test on the execution time taken per generation. Ap-
proach A, B and C respectively refer to the approach using NSGA-II, pre-
screening approach and NSGA-II and GRFM assisted NSGA-II.

i Approach z value unadjusted p−value α
k−i , α = 0.05

3 approach B 2.2442 0.0248 0.05
2 approach C 4.1303 3.6229 ×e−5 0.025
1 approach A 6.900 5.2003 ×e−12 0.0166

5.2. Results and Analysis. All the experimental results in the tables are the average
values over ten independent runs. Specifically, Tables 3 to 6 show the statistical com-
parisons on their execution time and memory consumption per generation, respectively.
Finally, Tables 7 and 8 show the statistical comparison among three single objective EA
based ontology meta-matching approaches and our approach.

As can be seen from Table 3, in the Friedmans test, X 2
r = 51.30 > X 2

0.05 = 7.815,
which means there exists a significant difference between these approach and Holm’s
test is needed to further determine the concrete difference among them. In this work, the
significance level of Holm’s test α = 0.05 and the results of Holm’s test are shown in Table
4. As can be seen from Table 4, it is obvious that our proposal statistically outperforms
other approaches on execution time at 0.05 significance level.
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Table 5. Friedman’s test on the memory consumption per generation by
evaluation function. Each value represents the memory consumption (giga-
byte) per generation, the number in round parentheses is the corresponding
computed rank, and approach A, B and C respectively refer to the approach
using NSGA-II, prescreening approach and NSGA-II and GRFM assisted
NSGA-II.

ID Approach A Approach B Approach C Our Approach
101 68.485 (4) 20.396 (3) 18.219 (2) 18.130 (1)
103 33.020 (4) 20.058 (3) 18.356 (2) 18.135 (1)
104 35.142 (4) 20.724 (3) 22.952 (2) 20.688 (1)
201 224.281 (4) 174.471 (3) 158.794 (2) 152.580 (1)
203 219.355 (4) 166.168 (3) 164.440 (2) 158.940 (1)
204 135.096 (4) 108.664 (2) 119.379 (3) 105.807 (1)
205 210.275 (4) 164.365 (3) 130.698 (2) 127.554 (1)
206 206.870 (4) 161.680 (3) 132.568 (2) 126.956 (1)
221 185.348 (4) 145.674 (3) 124.082 (2) 108.327 (1)
222 187.774 (4) 155.582 (3) 129.341 (2) 113.199 (1)
223 222.302 (4) 185.502 (3) 142.441 (2) 139.903 (1)
224 203.368 (4) 160.380 (1) 173.225 (3) 171.045 (2)
225 203.790 (4) 162.194 (1) 173.223 (3) 171.847 (2)
228 174.386 (4) 154.386 (2) 184.379 (3) 134.376 (1)
230 176.487 (4) 165.909 (2) 188.328 (3) 152.754 (1)
231 184.253 (4) 154.878 (3) 130.659 (2) 121.127 (1)
301 84.511 (4) 84.484 (3) 79.187 (2) 74.429 (1)
302 229.535 (4) 193.194 (3) 152.161 (2) 148.311 (1)
304 219.960 (4) 167.646 (3) 155.451 (2) 152.017 (1)

Average 168.644 (4) 135.071 (2.63) 126.204 (2.26) 116.638 (1.11)

Table 6. Holm’s test on the memory consumption per generation. Ap-
proach A, B and C respectively refer to the approach using NSGA-II, pre-
screening approach and NSGA-II and GRFM assisted NSGA-II.

i Approach z value unadjusted p−value α
k−i , α = 0.05

3 approach C 2.7456 0.0060 0.05
2 approach B 3.6290 0.0003 0.025
1 approach A 6.8998 5.2076 ×e−12 0.0166

As can be seen from Table 5, in the Friedmans test, the computed X 2
r = 48.52 > X 2

0.05 =
7.815 and in the Holm’s test, our proposal statistically outperforms other approaches on
memory consumption at 0.05 significance level.

Finally, we carry out the statistical comparison on the alignment’s quality in terms of f-
measure among Genetic Algorithm (GA) based [13], Memetic Algorithm (MA) based [14],
Particle Swarm Optimization (PSO) based [4] ontology meta-matching approaches and
our approach. Since all these approaches only optimize one objective function, in order to
compare the alignment’s quality, we select the solution with the highest harmonic mean
of two objectives from the Pareto front as the output solution.
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Table 7. Friedman’s test on the alignment’s quality obtained by three
single objective EA based ontology meta-matching approaches and our ap-
proach. Each value represents the f-measure, and the number in round
parentheses is the corresponding computed rank.

ID GA MA PSO Our Approach
101 1.00 (2.5) 1.00 (2.5) 1.00 (2.5) 1.00 (2.5)
103 0.99 (4) 1.00 (2) 1.00 (2) 1.00 (2)
104 0.99 (4) 1.00 (2) 1.00 (2) 1.00 (2)
201 0.50 (3) 0.62 (2) 0.42 (4) 0.94 (1)
203 0.97 (3) 0.96 (4) 1.00 (1) 0.99 (2)
204 0.94 (4) 0.97 (3) 0.98 (1.5) 0.98 (1.5)
205 0.83 (2) 0.79 (3) 0.73 (4) 0.93 (1)
206 0.84 (4) 0.88 (2) 0.85 (3) 0.92 (1)
221 0.99 (3.5) 0.99 (3.5) 1.00 (1.5) 1.00 (1.5)
222 0.99 (3) 0.99 (3) 0.99 (3) 1.00 (1)
223 0.99 (2.5) 0.99 (2.5) 0.99 (2.5) 0.99 (2.5)
224 1.00 (2.5) 1.00 (2.5) 1.00 (2.5) 1.00 (2.5)
225 0.99 (4) 1.00 (2) 1.00 (2) 1.00 (2)
228 0.99 (3) 0.99 (3) 0.99 (3) 1.00 (1)
230 0.93 (3.5) 0.93 (3.5) 0.98 (2) 1.00 (1)
231 0.99 (3) 0.99 (3) 0.99 (3) 1.00 (1)
301 0.70 (2.5) 0.70 (2.5) 0.64 (4) 0.81 (1)
302 0.61 (3) 0.63 (2) 0.04 (4) 0.85 (1)
304 0.83 (3) 0.87 (2) 0.72 (4) 0.93 (1)

Average 0.90 (3.16) 0.91 (2.63) 0.86 (2.71) 0.97 (1.5)

Table 8. Holm’s test on the alignment’s quality obtained by three single
objective EA based ontology meta-matching approaches and our approach.

i Approach z value unadjusted p−value α
k−i , α = 0.05

3 MA 2.6978 0.0070 0.05
2 PSO 2.8888 0.0039 0.025
1 GA 3.9631 7.3983 ×e−5 0.0166

As can be seen from Table 7, in the Friedmans test, the computed X 2
r = 17.0612 >

X 2
0.05 = 7.815. In the Holm’s test, as shown in Table 8, our approach statistically out-

performs other single objective EA based ontology meta-matching approaches on the
alignment’s quality at 0.05 significance level.

6. Conclusion. Ontology meta-matching is a challenge in ontology matching domain.
In this paper, we propose an improved NSGA-II based ontology meta-matching technol-
ogy, which can automatically filter the less promising alignments and reduce the exact
evaluations during the evolving process of NSGA-II. The experimental results show that
utilization of alignment prescreening approach and GRFM is able to significantly reduce
the runtime and memory consumption without sacrificing the quality of the ontology
alignment, and our results are also better than other EA based ontology matching ap-
proaches.
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