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Abstract. The crucial problem of the integration of different platforms is how to ad-
just the distinct computing features between them with the capability of assigning an
appropriate platform to best execute the inquire command. In business intelligence (BI),
this paper introduced the integration of RHhadoop and SparkR platforms for the high-
performance multiple big data processing platforms to carry out rapid data retrieval and
data analysis with R programming. The goal of this paper is to design the optimization
for job scheduling as well as to implement the optimized platform selection for highly
improving the response time of data analysis. Alternatively, we proposed the very simple
and straightforward manner for user to give R commands input instead of Java program-
ming or Scala programming to realize the data retrieval or data analysis in the platforms.
As a result, although the optimized platform selection can reduce the execution time for
the data retrieval and data analysis significantly, furthermore scheduling optimization
definitely increases the system efficiency a lot.
Keywords: Big data analytics, Multiple processing platforms, R programming, Opti-
mization for job scheduling, Optimized platform selection.

1. Introduction. Big data [1] has been sharply in progress unprecedented in recent
years, and is changing the operation for business as well as the decision–making for the
enterprise. The huge amounts of data contain valuable information, such as the growth
trend of system application and the correlation among systems. The undisclosed infor-
mation may contain unknown knowledge and application that are discoverable further.
However, big data with the features of high volume, high velocity, and high variety as
well as in face of expanding incredible amounts of data, several issues emerging in big
data such as storage, backup [2], management, processing, search [3], analysis, practical
application, and other abilities to deal with the data also face new challenges. Unfor-
tunately, those cannot be solved with traditional methods and thus it is worthwhile for
us to continue exploring how to extract the valuable information from the huge amounts
of data. According to the latest survey reported from American he proCIO magazine,
70% of IT operation has done by batch processing in the business, it makes ”Unable
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Figure 1. Data retrieval and data anal-
ysis stack.

Figure 2. RHadoop
Structure Diagram.

to control processing resources for operation as well as loading” [4] become one of the
biggest challenges for big data application. Through establishing a set of multiple big
data processing platforms with high efficiency, high availability and high scalability [5],
this paper aims to integrate different big data platforms to achieve the compatibility with
any existing business intelligence (BI) [6] together with related analysis tools so that the
enterprise need not change large amounts of software for such platforms. Therefore, the
goal of this paper is to design the optimization for job scheduling as well as to implement
optimized platform selection, and established platforms support R command to execute
data retrieval and data analysis in big data environment. In such a way the upper–level
tools relying on relational database which has stored the original data can run on the
introduced platforms through minor modification or even no modification to gain the ad-
vantages of high efficiency, high availability, and high scalability. I/O delay time can be
shared through reliable distributed file system to speed-up the reading of a large amount
of data. Data retrieval and data analysis stack has layered as shown in Fig. 1.

2. Related Work in Big Data Processing. This paper has introduced data retrieval
and data analysis using R programming in conjunction with RHadoop [7]/Hadoop [8] and
SparkR [9] /Spark [10] platforms to build a multiple-platform big data analysis system.
Furthermore, the use of distributed file system for fast data analysis and data storage
to reduce the execution time of processing a huge amount of data. First let aim to
understand the fundamental knowledge of Hadoop and Spark platforms, and then build
their extended systems RHadoop and SparkR for the purpose of fitting all kinds of relative
problems on big data analytics. This section will introduce their related profiles and key
technologies for both platforms accordingly.

2.1. Integrated Development Environment for R. Over the past decade, academics
and industry have lifted the limits of the R programming language, becoming one of the
most important tools for computing statistics, visualization, and data science. Millions
of statisticians and data scientists use R to solve problems from counting biology to
quantitative marketing. R has become the most popular language for the analysis of
scientific data and finance. R is a free software as a programming language and part
of the open source, not only free and compact to run on multiple platforms, but also
integrates analysis and graph plotting functions in one. Though it can install packages
to enhance many functions, which is even similarly comparable to the functionality of
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Figure 3. SparkR
Structure Diagram.

Figure 4. A Structure of Cloud Com-
puting with High Efficiency, High Usabil-
ity and High Extensibility.

commercial software, and be said that a major tool of the current data analysis. We
mainly use R to analyze the data, thus install R in the master node in cluster so as
to access HDFS, or in non-cluster computer for centralized processing to facilitate the
analysis of small data in order to access NTFS directly where it can be transferred to
HDFS via sqoop [11] /flume [12].

2.2. RHadoop Based on Hadoop. Hadoop is capable of distributed computing and
can store large amounts of data, but there is still a lot of information that needs to be
analyzed professionally. However, R itself is not able to read the data size more than the
size of memory in computer, and hence there is data size limit for processing big data.
Therefore it turns out the integration of Hadoop and R called RHadoop as data analysis
services. In such a way, R will not only handle professional analysis, but it will also allow
to easily use Hadoop features, such as the ability to access HDFS via rhdfs package and
through the rmr2 package [13] to call MapReduce for achieving distributed computing.
The architecture is shown in Fig. 2.

2.3. SparkR Based on Spark. SparkR is an R suite developed by AMPLab that pro-
vides Spark with a Resilient Distributed Dataset (RDD) [14] API that allows R to carry
out distributed computing using Spark. SparkR was merged into Spark in April 2015 and
was released with Spark 1.4 in June 2015, so deploying SparkR requires installing Spark
1.4 or later and installing R related packages, including rJava [15] and rhdfs [16]. rJava
lets R call objects, instances, and methods written in Java to make it less difficult for
R to call Java-owned resources, such as Spark and Hadoop, and rhdfs, like RHadoop, to
access HDFS. The architecture is shown in Fig. 3. Although RHadoop mentioned above
can activate distributed computing with R programming, its efficiency is not as good as
SparkR. SparkR, adopting in-memory cluster computing, needs more memory resources
than RHadoop. In order to avoid shutting down the task due to hardware resources lim-
itation, both RHadoop and SparkR can be installed together for being interchangeably
used at same site. In addition, in order to determine the most suitable analytical tools,
we also need a matching algorithm to carry out the distributed computing successfully.

3. System Implementation Method. This research aims to schedule the job queue
of multiple big data processing platforms through platform automatic selection and job
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scheduling so as to yield the optimal results. First, build from hardware and virtualization
foundation, as virtual machine has the feature of hardware resource flexible control, thus
it is quite suitable for the experimental data exploration in next section.

3.1. Deploy Virtual Server Environment. Fig. 4 shows the cloud computing envi-
ronment [17] built for this program. It is built with machine cabinet clustering structure.
Open source management software Proxmox Virtual Environment (PVE) [18] based on
KVM is used to implement virtualization server, the state of hardware clustering can be
effectively monitored through virtualization management software, and the resource con-
figuration of each virtual machine can be dynamically adjusted [19]. As the performance
of big data analysis platform is closely related with the performance of I/O device, the
access efficiency of hard disk and network should be ascended in hardware configuration.

3.2. Recipe of Multiple Big Data Platforms. Several packages will be integrated
to establish multiple big data platforms in this paper and all of them are open source
software, which are developed and maintained by different open source communities.
Lots of software have complex dependency and compatibility problems. The recipe of
packages which are fully compatible for stable execution is listed in Table I.

Table I. Stability and Compatibility Version of Each Package

Software Version

Hadoop (including RHadoop) 2.6.0
Spark (including SparkR) 1.4.0

R 3.2.2
Oracle Java(JDK) 8u66

Scala 2.10.4
rJava 0.9.7
rhdfs 1.0.8
rmr2 3.3.1

3.3. Optimized Platform Selection. The automatic selection platform program as-
signs to appropriate big data processing platform according with the available capacity
and the size of working data amount of memory cache. The function and property for
both RHadoop and SparkR are identical because they can access the same HDFS and
support R syntax. Although these two packages are the same function, they are different
in the demand environment and executive manner. The memory size of 20G for each
server in the experiments is given, and it sets the remaining amount of memory size 0.6G
in cluster as Level 1 (L1) and 15G Level 2 (L2) as the cut-off points. In Fig. 5, the
program automatically chooses nothing to carry on the task as the remaining amount of
memory size is less than Level 1, RHadoop is applied as the remaining amount of memory
size lies between Level 1 and Level 2, and SparkR is employed as the remaining amount
of memory size is higher than Level 2.

3.4. Optimization for Job Scheduling. Heterogeneous Earliest Finish Time (HEFT) [20]
is an exploratory scheduling algorithm, which is used for scheduling the communication
time of previous set of dependent task of heterogeneous network. HEFT is based on one
of list scheduling algorithms, as their characteristics are to establish a priority list in the
first step. According to the sorted priority list, HEFT assigns each task to suitable CPU
to make the task completed as soon as possible. The pseudo code of HEFT algorithm is
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Figure 5. Automatic Selection of Suitable Platform.

as shown in Fig. 6. HEFT tries to search for local optimization and eventually makes the
whole optimal. In the test of platform automatic selection, the total of 20 GB memory
is configured, and it is found that these two platforms can be used when the remaining
amount of memory is greater than or equal to Level 1; in addition, it is better to use
RHadoop in case of being less than Level 2, and SparkR shall be used in case of being
greater than Level 2. HEFT algorithm is modified to Memory-Sensitive Heterogeneous
Earliest Finish Time (MSHEFT), priority is considered first, then work size is considered
as the second filter condition, and finally an extra factor is considered, which is ”Remain-
ing Amount of Memory”. Pseudo code of MSHEFT algorithm is as shown in Fig. 7. Data
Retrieval Flow Chart is as shown in Fig. 8.

Figure 6. The HEFT algorithm.

Figure 7. The MSHEFT algorithm.



Development of Multiple Big Data Processing Platforms for Business Intelligence 45

Figure 8. Data Retrieval Flow Chart with MSHEFT Algorithm and Platform
Selector.

3.5. Program Structure and Execution Process. The experimental procedure is
shown in Fig. 9. The process is to view the status of each node in the server through
the user interface and MSHEFT algorithm to determine the most appropriate analysis
platform according to the current situation. When the analysis task has finished, the
result will be stored back to HDFS and the whole process will be ended.

Figure 9. Program Execution Flow Chart.

4. Experimental Results and Discussion. This section divides data into two cate-
gories for test, the first case (Case 1) is the test data produced randomly with the use
of Java program, the second case (Case 2) is the actual data captured from the Internet.
Proxmox VE can be used to dynamically adjust the characteristics of resources to set ex-
perimental environment for different memory remaining amounts, as is shown in Table II,
so as to implement effect tests in view of various platforms.

4.1. Generated Test Data and Design of Experimental Environment. Case 1
tests each platform to perform different sizes of test data and R commands with different
complexity and set priorities to compare the execution time in face of various environments
s is shown in Table II. R command for test is as shown in Table III. The test platform
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Table II. Test Environment

Environment Description

Test Environment I Adjust 10GB memory space and give it to virtual machine
executing big data processing

Test Environment II Configure 20G memory space of virtual machine executing big
data processing

Table III. Test SQL Command

Command Description

R Command I Only search special field
R Command II Only search special field, and add comparison conditions
R Command III Search special field, add comparison conditions , and execute the

commands with while or for.

Table IV. Test Platform

Platform Description

RHadoop and
SparkR

Use command of enforced R to execute such platform, and then
input R
command

Platform
Selection

Directly input R command

Job
Scheduling

Use command of set to set working quantity, and then input R
command

is as shown in Table IV. The test data is generated randomly from Java program, it
has four fields, the first column is the name of the only key string, the second column is
random integer between 0 99, the third column is random integer between 100 199 and
the fourth column is the integer sequence with generated sequence. Test data is as shown
in Table V.

Table V. Designated the Size and Priority of Test Data Set

Sequence Priority Data Size Codenamed

1 1 850G A
2 3 30G B
3 1 400G C
4 2 10G D
5 5 500G E
6 3 630G F
7 2 1T G
8 4 20G H
9 5 100G I
10 1 700G J
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Table VI. Executable Job List in Case 1

PPPPPPPPPPlatform
Job

#1 #2 #3 #4 #5 #6 #7 #8 #9 #10

RHadoop, SparkR A B C D E F G H I J
Platform Selection A B C D E F G H I J
Job Scheduling C J A D G B F H I E

4.2. Experimental Results in Case 1. As listed below they are the results out of
two platforms among several test data sets with different priorities, data scales and R
commands performed in the different conditions. Job Scheduling has been implemented in
the different order of jobs as comparing to the other methods. Comparisons of performance
are shown in Figs. 10, 11, 12, 13, 14, and 15. The average execution time of Job Scheduling
is faster than the other methods.
4.2.1 Experimental Environment I.

Figure
10. Execu-
tion Time of R
Command I in
Case 1.

Figure
11. Execu-
tion Time of R
Command II in
Case 1.

Figure
12. Execu-
tion Time of R
Command III
in Case 1.

4.2.2 Experimental Environment II.

Figure
13. Execu-
tion Time of R
Command I in
Case 1.

Figure
14. Execu-
tion Time of R
Command II in
Case 1.

Figure
15. Execu-
tion Time of R
Command III
in Case 1.
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Figure 16. Execution Time of
Experimental Environment I in
Case 2.

Figure 17. Execution Time of
Experimental Environment II in
Case 2.

4.3. Data Collection and Design of Experimental Environment. Case 2 shows the
actual test data as is shown in Table VI. The corresponding R commands are input to
measure the average execution time according to the data subject. The test environment
is as shown in Table II. The test platform is as shown in Table III.

Table VII. Designated the Size and Priority of Real Data Set

Sequence Priority Data Size Data Theme Codenamed

1 4 10G World-famous masterpiece WC
2 1 250G Load of production machine:Overlaoding OD
3 2 250G Load of production machine:Underloading UD
4 3 1T Qualified rate of semi-conductor products YR
5 1 750G Correlation among temperature and TE

Correlation among temperature and
6 4 750G Correlation among rainfall and people’s RE

power utilization
7 1 100G Flight information in the airport AP
8 5 500G Traffic violation/accidents TA

Table VIII. Executable Job List in Case 2

PPPPPPPPPPlatform
Job

#1 #2 #3 #4 #5 #6 #7 #8

RHadoop, SparkR WC OD UD YR TE RE AP TA
Platform Selection WC OD UD YR TE RE AP TA
Job Scheduling AP OD TE UD YR WC RE TA

4.4. Experimental Results in Case. Executable job list in Case 2 is shown in Ta-
ble VII. Comparisons of performance are shown in Figs. 16 and 17. The experimental
results show that the average execution time of Job Scheduling can be lower than the
other methods under three different conditions.
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5. Conclusion. This paper found that even the analysis platforms with the same con-
figuration and functions still have great performance difference in different experimental
conditions through the establishment of scheduling optimization of multiple big data pro-
cessing platforms. The time can be greatly saved by making scheduling optimization of
work instructions, automatically detecting clustering state and finally choosing the best
platform for information retrieval. According to the experiments in Case 1 and Case 2,
it found that when the remaining amount of memory size is less and the scale of data
set is larger, which much more highlights the importance of scheduling optimization and
platform automatic selection. In addition to the job scheduling and optimal platform
selection designed in this research, this system is capable of high scalability, in case of the
need to add new analysis platform and what we need to do is just to add new big data
analysis tools with R shell to system, without any further other changes.
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