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ABSTRACT. Accessing printed text is a great challenge for the visually impaired people.
Therefore, in this paper, we introduce a visual assistant system, BlindReader, that as-
sists visually impaired people to read printed text. Some computer vision algorithms are
introduced to adjust the intensity and orientation of captured document images in prepro-
cessing stage. Using the system, the low-vision users can read the text more clearly just
like the way people use the magnifying glass and the blind users can hear the recognized
words synthesized to audio speech for the whole text or the single text line. Finally, the
system is evaluated in terms of text recognition accuracy and user feedback to determine
the usability of the BlindReader.

Keywords: Visual impaired people, Assistant system, Layout analysis, Text recogni-
tion, Text reading

1. Introduction. There are numerous difficulties for visually impaired people to access
printed text using existing technology. These difficulties include problems with alignment,
focus, accuracy, and efficiency, etc. Besides, accessing text in non-ideal conditions (i.e.
low lighting, unique page orientations, etc.) is another difficulty. All these factors make
it a daunting task. Interviews we conducted with visually impaired people revealed that
available technologies, such as screen readers, desktop scanners, and smartphone applica-
tions, are commonly under-utilized due to slow processing speeds or poor accuracy. Since
the existing technological barriers in habit visually impaired people’s abilities to gain more
independence and learning opportunities, we present our work towards creating a device
and the corresponding software that could overcome some issues that current technologies
pose to visually impaired users. The proposed visual assistant system, BlindReader, can
assist visually impaired people to read printed text. Some computer vision algorithms are
introduced to adjust the intensity and orientation of captured document images in prepro-
cessing stage. Using the system, the low-vision users can read the text more clearly just
like the way people use the magnifying glass and the blind users can hear the recognized
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words synthesized to audio speech for the whole text or the single text line. Therefore, it
is very meaningful to the visually impaired people. The main contributions of this paper
are as follows.

First, we conceptualize and implement BlindReader, an assistant system to support
text reading for the visually impaired people. Using the system, the low-vision user can
read the text more clearly just like the way people use the magnifying glass and the blind
users can hear the recognized words synthesized to audio speech for the whole text or the
single text line as well.

Second, our proposed method utilizes computer vision algorithms to adjust the inten-
sity and orientation of captured document images in preprocessing stage. For effectively
reading the printed text, audio output is realized by using the Flit Text-to-Speech (TTS)
engine [1].

Third, we report findings from two evaluations: a technical evaluation to understand
the text recognition accuracy, and user feedback sessions with visual impaired participants
to assess the proposed system.

2. Related work. Researchers in both academia and industry exhibited a keen interest
in aiding visually impaired people to read printed text. Many assistive text reading
products appear in nowadays market. Besides, the core technologies of these products
are text detection and recognition algorithms. Therefore, we discuss related work in
two aspects: 1) assistive text reading products, and ii) text detection and recognition
algorithms.

2.1. Assistive text reading products. Nowadays, most assistive text reading prod-
ucts are handheld or mobile devices. For example, the VizZWiz mobile assistive appli-
cation takes a different approach by ofHoading the computation to humans, although it
enables far more complex features than simply reading text, it lacks real time response [2].
The SYPOLE developed by Mancas-Thillou et al. consisted of a camera phone/PDA to
recognize banknotes, barcodes and labels on various objects [3].

Meanwhile, mobile phone devices are very prolific in the community of blind users for
their availability, connectivity and assistive operation modes, therefore many applications
were built on top of them [4]: the kKNFB kReader, Blindsight’s Text Detective, ABBYY’s
Text Grabber, StandScan, SayText, ZoomReader and Prizmo. Meijer’s vOICe for Android
project is an algorithm that translates a scene to sound; recently they introduced OCR
capabilities and enabling usage of Google Glass. ABiSee’s EyePal ROL is a portable
reading device. Since the device is quite large and heavy, thus OrCam’s recent assistive
eyeglasses or the Intel Reader present a more lightweight alternative.

All the above products need mobile devices, which are usually hard to manipulate for
visually impaired people. In contrast, our system only requires imaging the text use a
special stand, and then the system will automatically transform the printed text to audio
speech. Therefore, a more easy-use reading experience can be created.

2.2. Text detection and recognition algorithms. The existing text detection meth-
ods can be categorized into two groups: region-based and connected components-based
methods [5]. The region-based method usually apply sliding windows to scan original im-
age and obtain a set of small patches, which will be classified into text and non-text groups
based on their textural features such as histogram of oriented gradient (HOG), discrete
cosine transform (DCT) wavelet transform and so on. The connected components-based
method divides text detection work into three sub tasks: 1) extracting connected com-
ponents from the original image using pixel properties; 2) producing text string from
the obtained connected components; and 3) identifying candidates’ text string to obtain
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final text detection results. In contrast to the region-based methods, the components-
based methods have better results and consume less time. Thus, we present a connected
components-based method to detect each text line of the input document images.

Once the text is detected, it can be recognized by using the Optical Character Recog-
nition (OCR) technology. There are many OCR engines can be used for text recognition,
such as Tesseract [6], OCRopus etc. we can directly use the mature OCR engine to ef-
fectively recognize printed text. Therefore, text detection and text recognition can be
closely related problems since good text detection results ensure a high text recognition
rate.

3. System overview. The basic idea of our system is to detect each text line based on
the layout analysis of captured document images, and then recognize the text using OCR
engine. Finally, the system outputs the OCR results in the form of audio speech.

The system is divided into four major modules as shown in Fig. 1. The first module is
to capture document images by using a digital camera.

The second module is to adopt computer vision algorithms to adjust the intensity and
orientation of captured document images. As the image preprocessing stage, the module
provides ideal text visual effects for the following operations.

In the third module, some functions, such as foreground /background (F/B) color trans-
form, magnifying glass effect, are developed for low-vision users. For the purposes of
discussion, here we define the text characters in the document image as the foreground
and other parts of the image as the background. The color of the image foreground and
background is transformed to make the text characters more obvious for low-vision users.
Similarly, the magnifying glass effect is realized as a useful tool to help low-vision user
read text more clearly.

In the last module, the ideal text image obtained by the image preprocessing is first
adopted to extract each text line through the layout analysis, and then OCR engine is
used to automatically recognize these text lines. Based on the OCR results, the blind
users can hear the recognized words synthesized to audio speech for the whole text or
the single text line, as shown in Fig. 1. Evaluation results demonstrate that good text
recognition accuracy and user feedback can be obtained by using our system.
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FiGURE 1. Our system framework

4. BlindReader: An assistant system. In this section, we will introduce the details
of our system, including hardware details and software details.
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4.1. Hardware details. We designed a system to acquire document images. The system
is illustrated in Fig. 2(a), which consists of a high-resolution digital camera. The camera
is fixed on the top bracket and has a fixed focus, which is used to capture high-resolution
images of the document page.

! |

camera

document

platform

FiGURE 2. BlindReader prototypes

Using a high-resolution digital camera to capture document images is straightforward.
To begin with, we need to control the angle and height of the digital camera. Once the
camera is fixed, the position to place the document should be considered. Therefore, a
board with some position marks is used for this purpose, as shown in Fig. 2(b). By using
the BlindReader hardware (see Fig. 2b), a text image with relatively good quality can be
captured for the BlindReader software.

4.2. Software details. We developed a software system that includes four modules:
image capture, image preprocessing, functions for low-vision users, and functions for blind
users, as shown in Fig. 1. In this section, we will discuss the four modules in details.

4.2.1. Image capture. The image capture module automatically detects printed text and
captures the text image by the BlindReader hardware, as shown in Fig. 2. Once the
module detects the text page is updates, it will automatically capture the text image.
Otherwise, the camera will not capture images since the text page stay the same.

TABLE 1. The pseudo-code of the document page update detection

Algorithm 1: Document page update detection

Input: current frame, background image
Output: true or false
Frame = getFrame;
While 1
Frame_pre = Frame;
Frame = getFrame;
If similarity (Frame, Frame_pre) > 6; & similarity(Frame, Background_img) < 6,
Return true
End
End

Specifically, the basic idea of update detection algorithm of document page is based on
the similarity measurement between previous frame and current frame of the captured



942 F. Guo, H.D. He, Y. R. Xiao, T. M. Fu, C. Liao, and P. Tan

image sequence. If the similarity is greater than 6;, the text page can be regarded as
remain unchanged. However, we find that when no document is placed under the camera,
the similarity also satisfy the condition. Thus, the similarity between current frame and
background image is also computed. If this similarity is less than 65, the former situation
can be excluded. The algorithm of the document page update detection is presented in
Tab. 1.

Using the algorithm, the text image can be automatically captured with no user in-
teraction. However, the quality of the captured images is often not good due to the low
luminance, light reflection, document place position, etc. Therefore, image preprocessing
is very necessary to remove these disturbing factors.

4.2.2. Image preprocessing. In our experiment we find that even though the directly cap-
tured image is enough to display the text contents, the quality of the text image is not
good enough. There are many reasons accounting for it: i) the light level is hard to
control, and it is sometimes too high or too low; ii) the text image is usually deflection.
In the image preprocessing stage, the intensity adjustment and skewness correction are
performed to solve above problems.

For the intensity adjustment of input text image, the nonparametric illumination cor-
rection for document images via convex hulls [7] is adopted here. The method comes from
two observations: that the shading surface of most text pages is quasi-concave and that
the document contents are usually printed on a sheet of plain and bright paper. Based on
these observations, a shading image can be accurately extracted via convex hulls-based
image reconstruction. The method proves to be surprisingly effective for image shading
correction and dark borders removal. It can restore a desired shading-free image and
meanwhile yield an illumination surface of high quality. More importantly, the method is
nonparametric and thus does not involve any user interactions or parameter fine-tuning.
This would make it very appealing to our application. Fig. 3 shows the results of shading
correction for a real-captured document page.

For the skewness correction of input text image, a skew estimation method of document
images using bagging [8] is adopted to adjust the orientation of the text image. Rather
than to derive a skew angle merely from text lines, the method exploits various types of
visual cues of image skew available in local image regions. The visual cues are extracted
by Radon transform and then outliers of them are iteratively rejected through a floating
cascade. A bagging (bootstrap aggregating) estimator is finally employed to combine
the estimations on the local image blocks. Note that the method obtains the skewness
angle ang under the assumption that the document is placed vertically. However, in our
application the document is placed horizontally under the camera, as shown in Fig. 2.
Thus, the final skewness angle ang2 can ultimately be expressed by

—ang if ang <= 90°
ang?2 = i (1)
180 — ang if ang > 90° and ang <= 180°

According to the value of ang2, the document skewness can be corrected. An illustrative
example is shown in Fig. 3. As can be seen in Fig. 3(b), the convex hulls based method [7]
yields quite desirable outputs for shading extraction and correction. The method can
correctly remove dark border noises around the captured documents and the extracted
shading images are also of high quality, which could be further used as an input to skewness
correction. As can be seen in Fig. 3(c), once the final skewness angle is obtained, the
bagging based method [8] can provide an accurate skew estimation and correction result.



BlindReader: An Assistant System to Support Text Reading for The Visually Impaired People 943

s
Propie se syt kg ABSUE e (b of youi, ¥ Share &
0. which | sabe b 2 il hen . b s e whe cveate 1

M1 young prrsam. e may b3 concete, (Fmvsnneres, presmptugen

o7 eous, but 0 ot tuen for grovecion to eeary clihdy sbaut

FESpEC of sk 2 mere age w4 rassan fof respect. | secapt hat

(a) (b) ()

FiGure 3. Example of shading correction and skewness correction for a
real-captured document page. (a) captured document page. (b) shading
correction result. (c) skewness correction result.

4.2.3. Functions for low-vision users. In our system, we developed two useful functions
for low-vision users: foreground,/ background (F/B) color transform and magnifying glass
effect. For F/B color transform, the main purpose of this operation is to make the text
characters more obvious for low-vision users. Since the text page is relatively clear and
suitable for image binarization after image preprocessing, it is not very hard to achieve
this goal. Fig. 4 displays some results of text color transform.

FIGURE 4. Results of text color transform

To better help low-vision user read text, another useful function is magnifying glass
effect. The virtual visual effect is created by defining the shape of the magnifier as a
smoothed circular window and updating the position of the magnifying glass 20 times per
second. Fig. 5 shows some examples of magnifying glass effect. One can clearly see that
the words or characters become much larger than before, so the low-vision users can read
the text more easily.

4.2.4. Functions for blind users. The most important function in our system is the text
reading for blind users. The steps to realize this function consist in: text line segmentation,
OCR for text line, and TTS output.

For the first step text line segmentation, we segment the whole text according to the
line of the printed text. Specifically, suppose ¢(i, j) denotes the whole text image, which
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FIGURE 5. Examples of magnifying glass effect

defines all the pixels of the image at the position (4, j), and L denotes the height of the
image. Thus, the horizontal integral projection F'(i) of the ith row in the text image can
be written as

F(i) = gli.d) @

Then, we calculate the average value of the projection F'(i). Suppose N denotes the
number of lines in the text image, the average value Average can thus be defined as

N
Average = Z F(i)/N (3)
i=1
Once the average value is obtained by using Eq. (3), some constraints can be given to
find the region of each line. Two conditions that used for the text line segmentation are
defined as follows:
- First condition: If there is a continuous n lines before the ¢th line that satisfying

(F(z’) > W) N (F(z’+1) > w) AN (F(z'+n—1) > %> (4)
p p p
and the ith line satisfies:
F@)>r (5)
Then, the ith line is the upper edge of the text.
- Second condition: If there is a continuous m lines before the ith line that satisfying
(Fi)<r)N(FGi+) <r)n---N(Fli+m—-1)<r) (6)

and the 7th line satisfies:
Average

’ (7)

Then, the ¢th line is the lower edge of the text. The algorithm of text line segmentation
is presented in Tab. 2.

F(i) >

TABLE 2. The algorithm of text line segmentation

Algorithm 2: Text line segmentation

Step 1: scanning the text image pixels from bottom to top, and calculating F'(i);
Step 2: checking if F(i) satisfies the first condition or the second condition;
Step 3: continue the second step until finish all the text image.
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In our experiment, we find that when n = 5, p = 1, m = 3 and r = 0.5, the text
line segmentation algorithm can achieve a relatively accurate segmentation result. An
illustrative example for the text line segmentation is shown in Fig. 6. As can be seen in
Fig. 6(b), the line projection result has 22 peaks, which means the printed text shown
in Fig. 6(a) has 22 lines (including text title). This conclusion is confirmed with our
observations on Fig. 6(a). Tests on other printed text images also verify the conclusion.

Once each line of the text image is detected, word extraction can be performed by
using the Tesseract engine. The OCR engine is instructed to extract each word from the
detected text line, and it returns: the word string of each text line. Then, the string is
synthesized to audio speech by using the Flite Text-to-Speech (TTS) [1]. The TTS engine
is developed at CMU and designed as an alternative synthesis engine for voices built using
the FestVox suite of voice building tools. By combining the OCR engine with the TTS
engine, the printed text can be read once and for all or line by line. Fig. 7 displays the
user interface of our software in the midst of reading for the whole text reading and single
line reading.
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FIGURE 6. Segmentation result of text line. (a) printed text image. (b)
line projection result
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5. Evaluation. In this section, we will evaluate our system from two aspects: text recog-
nition accuracy and user feedback. The former determines the effectiveness of our system,
and the latter determines the practicability of our system.

5.1. Text recognition accuracy. The accuracy of text recognition will greatly affect
the effectiveness of our system. However the accuracy will be influenced by various factors,
such as document page layout, different languages, etc. Therefore, to test the robustness
and effectiveness of our system, different page layouts and languages are used: (i) A4
documents, English, 12 point font, single/double spacing, (ii) A4 documents, English, 14
point font, single/double spacing, (iii) English/Chinese documents. The statistic results
are showed in Tab. 3.

From the table, we can see that the system achieves highest recognition rate when the
page layout of the English document is double-spaced in 14 point font. If the font is 12
point or the row spacing is single, the recognition rate is decreased. Besides, compared
with Chinese recognition, the system achieved much higher correct rate for English text
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FIGURE 7. Our software in the midst of reading. (a) whole text reading.
(b) single line reading

recognition. Thant’s because the Tesseract engine that used in our system has superior
performance on English, but performs poor on Chinese document. Therefore, we can
deduce that the system requires the English text should be double-spaced in at least 14
point font.

TABLE 3. Text recognition accuracy for different page layouts and languages

Page layout (English document) Recognition rate
12 point font, single spacing 78%
12 point font, double spacing 85%
14 point font, single spacing 90%
14 point font, double spacing 98%
Language Recognition rate
English (14 point font, double spacing) 98%
Chinese (14 point font, double spacing) 74%

5.2. User feedback. User feedback is also very important for evaluating our system.
However, it can’t be ignored that user feedback is a subjective experience, thus it may
be biased and will influence our evaluation. To avoid this bias, a questionnaire (see Tab.
4) is used to objectively measure user feedback situations. The evaluation was performed
by 18 subjects. The subjects were chosen from among voluntary undergraduate healthy
students and visually impaired patients with low-vision or no-vision. Tab. 4 shows the
evaluation results. 5-point likert scale is adopted to assess the user feedback. For the
likert scale, 1 stands for strongly disagree, and 5 stands for strongly agree.

As can be seen in Tab. 4, the healthy users generally liked the current implementation,
and the low-vision users found it generally easy and enjoyable to access text with the
BlindReader. While the overall experience with the BlindReader was rated as mediocre
by the blind users. They commented that this was mainly because the menu is hard to
operate and the synthesized voice sounds unpleasant. Nevertheless, all the participants
reported that the BlindReader could help them to fulfill everyday study and collect more
information for themselves.
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TABLE 4. Results from the questionnaire on 5-point Likert scale

group Healthy Low-vision Blind
users users Users

General

The overall experience was enjoyable 4 4 3

Accessing Text with BlindReader was easy D 4 3

Reading with the BlindReader was enjoyable 4 5t 4

Reading with the BlindReader was easy 5t 4 3

Comparison to other text reading aids

Accessing text with the BlindReader felt easier 5 4 3

Reading with the BlindReader felt easier 4 4 3

Independence

Feel greater desire to become able to read independently 4 4 4

Feel the desire to use the BlindReader to access text 4 3 2

6. Conclusion. In this paper, we introduced BlindReader, a visual assistant system.
This system can assist visually impaired people to read printed text. Some computer
vision algorithms are introduced to adjust the intensity and orientation of captured doc-
ument images in preprocessing stage. Using the system, the low-vision users can read the
text more clearly just like the way people use the magnifying glass and the blind users
can hear the recognized words synthesized to audio speech for the whole text or the single
text line. The main novelty of our work are: i) an assistant system is conceptualized
and implemented to support text reading for the visually impaired people; ii) each line
of the text image is segmented through layout analysis and then these text line images
are recognized by using the OCR engine; and iii) we report findings from two evaluations
to determine the effectiveness and usability of the BlindReader. Evaluation results show
that an improvement in visually impaired people’s study interest can be achieved by using
our system.

However, our system also has some limitations: i) the system requires the text should be
double-spaced in at least 14 point font, which is hard to satisfy in many real applications;
and ii) the text recognition may have low accuracy when deal with other languages rather
than English. In the future, we will try to investigate the layout analysis and OCR
techniques that can handle complicated text styles and several languages, and we hope
the BlindReader could help researchers to design more and more reading aid systems to
bring more convenience to visual disabled people. We also look to go beyond usage for
person with a visual impairment, and the BlindReader may be useful to support early
language learning for preschool children and translating different foreign languages for
them.
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