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Abstract. As we all know, Particle Swarm Optimization(PSO) algorithm produces pre-
mature convergence individual. But its local optimization ability is poor due to the loss of
species diversity in the search space. So we propose an improved PSO algorithm based on
Gaussian grid search algorithm. This new algorithm initializes the particle swarm based
on Gaussian distribution and improves the particle velocity updating formula. Then the
parameters are optimized by the grid search method. We give detailed procedures of im-
proved PSO algorithm based on Gaussian grid search. Finally, we use two examples to
show the new algorithm’s better performance index and application prospect.
Keywords: PSO algorithm, Gaussian-grid search, Process optimization, Gaussian dis-
tribution

1. Introduction. PSO algorithm[1,2] is derived from feeding behavior simulation of
birds or fish. It is a new Global optimization evolutionary algorithm which has been used
widely in system identification and neural network training area. But PSO has the pre-
mature convergence problem especially in the more complex multimodal search problems.
Some researchers had studied PSO. Delice Y [3] proposed a new modified particle swarm
optimization algorithm with negative knowledge. Its aim was to solve the mixed-model
two-sided assembly line balancing problem. The new algorithm included new procedures
such as generation procedure which was based on combined selection mechanism and de-
coding procedure. Zhang [4] proposed improved adaptive particle swarm optimization
involving many conflicting objectives and constraints. It applied an adaptive dynamic
parameter control mechanism into parameter settings. Azadeh [5] represented a new
solution approach based on the particle swarm optimization (PSO) algorithm. It used
group-based operators, in the body of the updating equations analogous to those of the
classical PSO equations. But they still have the low speed. Also there are some improved
PSO [6-9] algorithms.

So this paper proposes an improved PSO algorithm based on Gaussian search. This
new algorithm changes traditional particle swarm population initialization strategy. We
make Gaussian distribution for particle swarm taking controlling quantity initialization
value as the center and increase the probability of optimization in a small area. We
also change the speed updating method of traditional particle swarm and put controlling
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quantity initialization value into speed updating formula. This new method will play an
important role in control systems.

This paper is organized as follows. In section 2, we introduce the PSO algorithm.
Section 3 gives the improved PSO algorithm based on Gaussian-grid search. In section
4, we conduct experiments through two numerical examples. There is a conclusion in
section 5.

2. PSO algorithm. Particle swarm optimization(PSO) algorithm is a random optimiza-
tion algorithm based on population [10,11]. We set the particle population size as L.
Particle i can be expressed by: popi = (ui, Fi), 0 < i < L, where ui = (ui1, ui2, · · · , uim)
is the position vector of i. Fi is current adaptive value vector. Let velocity vector of i be
vi = (vi1, vi2, · · · , vim). The initial position of the population is: ui = (umin
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Where c1 and c2 are accelerating factor. r1 and r2 is random value of [0,1]. ω0 is initial
weight. ω is inertia weight. F b
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m) is the best position found by the whole particles in particle
swarm.

However, when the traditional particle swarm optimization initializes the particle swarm,
each particle is randomly dispersed to variation range of controlling the quantity, then
it will execute a search strategy. Because there is no relation between every control-
ling quantity solution with that in previous time which limits the change of controlling
quantity. It may result in a big rate of change.

3. Improved PSO based on Gaussian-grid search. This paper presents an improved
PSO based on Gaussian search to solve the control variable. The new method not only
limits controlling quantity rate of change, but ensures the control effect target. It must
strengthen the local search ability of particle swarm. We need to find the optimal solution
near initial value. So we must take the previous controlling quantity into consideration
and take it as the Gaussian center of particle swarm. Particle swarm scatters in the
search area in the Gaussian distribution form. It starts to search the optimal solution
from the particle swarm center. Among the iteration process, it will modify updating
way of particle swarm velocity. Finally, the objective function meets the set threshold
value or reaches the maximum number of iterations. This new scheme designs a diffusion
operator and puts it into PSO algorithm. We set the initial position of the particle:
u′(k) = (u1(k), u2(k), · · · , un(k)). After diffusional operation, the position of particle is
u′(k + 1) = (u1(k + 1), u2(k + 1), · · · , un(k + 1)).

So the diffusion operator can be expressed by:

u′(k + 1) = u′(k) +Ni(0, δ
′
i). (4)

Where i = 1, 2, · · · , n, δ′i is standard deviation of Gaussian distribution. Ni(0, δ
′
i) is

a random value following Gaussian distribution. Its mean value is zero and standard
deviation is δ′i. The particle’s probability of one local search near initial value is very big.
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Figure 1. x varies with k. Figure 2. y varies with k.

We use equation 4 to initialize the particle swarm which is conducive to get the optimal
solution on a small scale.

In order to enhance the search ability of PSO, this paper improves speed updating way
of particle. In the basic speed updating way, the local optimum and globe optimum of
particle have a big effect on state of particle. In the process of iteration, particle updates
itself continuously by tracking the two extreme values. So we can get updated speed and
updated position by combining initial value u(k) with speed updating formula.

vt+1
im = ωvtim + c1r1(F

b
im − utim) + c2r2(F

g
m − utim) + c3r3(u(k)− utim). (5)

u(k′) = u(k) + vt+1
im . (6)

This designing enhances intervention of initial value for particle traveling route. That
can make particle search optimal solution and also take account of minimization of the
search step. The detailed improved PSO algorithm processes are as follows:

1. According to the controlling quantity u(k) of previous moment, we take it as the
Gaussian center of particle swarm. Using formula (5,6) generates new initial particle
swarm u′(k + 1).

2. Calculate adaptive value respectively by generated particle swarm. We can obtain
the global optimum value F g

m of particle swarm and record particle with the optimal
adaptive value.

3. Judging the F g
m meets the iteration stopping condition or not. If YES, then quit the

optimization process. We can take the optimum value as the controlling quantity
u(k + 1) of current time.

4. According to (5,6), we update the speed and position of each particle.

4. Experiments and analysis. In order to verify the effectiveness of this paper’s im-
proved algorithm. We conduct two experiment examples.

Experiment 1.
We use the multi-modal function as simulation model [12] and make a comparison with

traditional PSO.

f(x, y) = cos(2πx) · cos(2πy) · e−0.1(x2+y2). (7)

Where y is predictive output. x, y ∈ [−1, 1]. We set δ2 = 0.05. In this new algorithm,
let the variate be: δ′x = δ′y = 0.1. P = 3 is control horizon. Maximum number of iteration

is 200. Threshold Fok = 10−7. Control objective is sine function yr(k) = 0.8sin(kπ/20).
k is simulation step. Whole simulation steps are 80. We can get the results as figure 1
and figure 2.

From this two figures, we can know that x and y of traditional PSO have a big changes
in search range. It is bad for the controller. However, x and y of improved PSO have a
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small changes in a small range. Experiment results show that PSO based on Gaussian
search can ensure controlling effect and restrain the rate of change of x and y. In order
to compare the effect of PSO and improved PSO, we give the average variation rate of
control ∆u′ as comparison metric.

∆u′ =

∑T−1
k=1 |

u(k+1)−u(k)
u(k)

|
T − 1

. (8)

Where T is total number of simulation. u denotes x or y. We make ten contrast
experiments and get average control rate of change as table1. Table1 shows that we use
PSO based on Gaussian search and get the lower changing rate of x and y. Improved
PSO has the superior performance than PSO.

Table 1. Control rate of change with different algorithms in Experiment 1.

Test Number PSO∆x/% Improved PSO∆x/% PSO∆y/% Improved PSO∆y/%
1 3.58 0.65 6.78 0.16
2 5.43 0.48 3.18 0.74
3 3.15 0.20 2.90 0.73
4 3.19 0.63 6.24 0.45
5 4.39 0.85 2.96 0.44
6 3.65 0.22 2.66 0.33
7 2.63 0.29 2.84 0.82
8 3.63 0.14 3.71 0.46
9 3.17 0.71 2.12 0.45
10 2.57 0.25 2.43 0.81

Average 3.54 0.44 3.58 0.53

Experiment 2.
We take an Input and Output System to conduct experiment under MATLAB platform.

Input variable includes µ1 and µ2. Input optimizing function is y1. Output optimizing
function is y2. It tests transfer function of grinding system by step function response.
The model is as (9).

(y1 y2)
T = (−0.425e−1.52s

11.7s+ 1

1.062e−2.26s

2.5s+ 1
)T (u1 u2)

T . (9)

The sampling time selects 0.5s. To simulate the scene, we add 0.01 Gaussian noise of
superposition variance. We set u1 ∈ [0, 1], u2 ∈ [0, 1.2]. δ2 = 50, δ′x = δ′y = 0.1. P = 3.

Maximum number of iterations is 500. Threshold Fok = 10−6. Controlling effect of system
with improved PSO algorithm are as figures 3-10.

Figures 3,4 show that when the working point changes large, it adopts this paper’s
method which can track the change of the set value without overshoot and has a fast
enough response speed. From figures 5,6 we can know that when we change the setting
value greatly, controlled quantity will not change much. Because the PSO algorithm is
random search algorithm, the output of controlling system has the smallest static error.
Figures 7,8 show that the closed loop of ore grinding granularity will return to normal after
affected by disturbance with the improved PSO algorithm. Its robustness is illustrated
very well. Figures 9,10 reflect the speed changing. Speed of improved PSO is superior
to PSO. It will become convergence at a short time. We also get control rate of change
with different algorithms as shown in TABLE 2. It obtains that the search strategy of
new algorithm is better than traditional PSO algorithm.
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Figure 3. Input function error. Figure 4. Output function error.

Figure 5. Change of variable µ1. Figure 6. Change of variable µ2.

Figure 7. Comparison with
PSO and new method for y1.

Figure 8. Comparison with
PSO and new method for y2.

Figure 9. Updating speed
comparison between Improved
PSO and PSO.

Figure 10. Error speed
comparison between Improved
PSO and PSO.
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Table 2. Control rate of change with different algorithms in Experiment 3.

Test Number PSOµ1/% Improved PSOµ1/% PSOµ2/% Improved PSOµ2/%
1 13.02 0.56 6.45 0.13
2 12.64 0.42 3.05 0.47
3 11.21 0.15 2.68 0.64
4 11.69 0.59 6.17 0.39
5 9.43 0.81 2.92 0.41
6 8.77 0.13 2.53 0.31
7 9.48 0.23 2.81 0.79
8 10.78 0.11 3.65 0.42
9 12.56 0.66 2.08 0.42
10 12.74 0.21 2.41 0.78

Average 10.73 0.41 3.52 0.51

5. Conclusions. This paper proposes an improved PSO algorithm based on Gaussian-
grid search. It not only can control range-ability of variable, but also can ensure the
controlling effect. This new algorithm can be used in nonlinear predictive controller. The
simulation experiments results show that it can get satisfied control effect in controlling
system. The controller has quick response speed and higher robustness. So this method
will play an important role in practical engineering applications. The improved PSO is
very effective for restraining controlled quantity. In the future, we will continue to study
advanced PSO algorithms to improve controlling systems.
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