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Abstract. A palm-print recognition method based on Convolutional Neural Network
(CNN) is proposed, which can improve the recognition effectiveness in rotation and noise
condition. First, the training database with rotations and noises is created based on the
original database considering the possible effects in palm-print image acquisition and the
big samples set requirement of the CNN method. Second, the experimental CNN model
construction approach is proposed, in which the number of hidden layers and convolution
kernels, batchsize and epochs are determined by experiments. At last, the test palm-print
image is recognized using the softmax method. The experimental results based on Institute
of AutomationChinese Academy of Sciences (CASIA) palmprint database show that the
proposed method is more effective than the Gabor, Local Binary Pattern (LBP), Multi-
block Local Binary Patterns (MLBP) and Vanilla Neural Net (VNN) methods, and has
robustness and stability for the images with different noises and rotation degrees.
Keywords: Palm-print recognition, Database preparation, CNN, Model construction.

1. Introduction. Palm-print recognition is one of important biometrics, which is stable,
reliable and unique. Main lines and wrinkles are its decisive characters, and the low
resolution palm-print image can provide enough information to identify a person, so the
palmprint is used widely.

The principal components, fisher features and textures are usually extracted by Princi-
pal Component Analysis (PCA) [1], Linear Discriminant Analysis (LDA) [2] and LBP [3]
space domain features. The gabor [4], curvelet [5], multi-wavelet [6] are used to extract
frequency features. Good recognition results can be obtained using these methods only
when the images are registered relative precisely and with good quality. If the images are
rotated and added some noises, the recognition rates will decrease obviously. Although
the CNN [7, 8] has obtained great success in texture recognition [9], it only has some
robustness for small rotations and noises, and usually need a big training database. Mo-
tivated by the properties of CNN methods, the expanded database preparation method is
proposed to add some training samples with rotations and noises based on original palm-
print database to overcome the influences of rotations and noises. Then, the CNN model
construction is built referring to [10] and the characteristics of the palm-print images for
improving the performance of the CNN method. Two parameters are set first (the 5× 5
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kernel size and 2 × 2 average window downsampling method in pooling layer). The ex-
perimental selection method of the number of hidden layers, the number of convolution
kernels in every hidden layer, the batches and the epochs is proposed.
Combining the above analysis, the palm-print recognition method against rotation and

noise is obtained. First, the training database is prepared. Second, the CNN model is
built. At last the softmax method is used to recognize the palm-print images.
This paper is organized as follows. The database preparation, CNN construction

method and the recognition method are proposed in section 2. The experiments and
analysis are performed in section 3. The conclusion is given in section 4.

2. The Proposed Palm-print Recognition Approach. For improving the robustness
of the proposed method against rotation and noise, the database preparation and the CNN
model construction are two keys, which are given as follows in detail.

2.1. The Proposed Preparation Scheme of Palm-print Image Database. The
palm-print image database is reconstructed for improving the recognition performance
because palm-print images may be blurred, rotated or scaled in different palm-print ac-
quisition processes on one hand. On the other hand, a large number of training samples
is necessary in CNN training process.

2.1.1. The Database Reconstruction Approach. In this paper, CASIA palmprint database
is focused as the original basic database, in which 310 sets of images from different people
(8 right hand images for each person) are included. 8 images of a person are shown in figure
1. It can be seen that the images are obtained in different directions and different scales.
In general, the Region of Interest (ROI) of a palmprint image is cropped according to the
characteristics of fingers and wrists, as shown in figure 2. To improve the robustness of
the proposed recognition method, the database is enlarged by adding noises to the images
and rotating the images in different angles. Although this may cause the scale change or
information loss, a similarity standard is provided for the underdetermined images. For
convenience, the ROI is extracted for every palm-print image [11]. The detailed database
reconstruction process is as follows.
(1) The rotated palm-print images
The obtained palm-print image in field is usually not a relatively complete hand image

with fingers and wrist, so it is very difficult to crop the ROI and make it alignment
correctly. Obviously, the recognition results will be better if the database has the images
in different directions. Therefore, the basic ROI palm-print images are anticlockwise
rotated with the angles 1, 2,· · · , 359 respectively. The bilinear interpolating method [12]
is applied to rotate the images. The first image in figure 2 is taken as an example. It
is rotated 15 degrees anticlockwise using the bilinear interpolating method, as shown in
figure 3 (a). The size of obtained image is larger than the original ROI image. Two
kinds of image reserving methods are used for enhancing the robustness of the proposed
method further. One is that the rotated image is resized to the size of the original image,
as shown in figure 3(b). The other is that a part of information is cut to obtain the
image with original size, as shown in figure 3(c). It can be seen that the rotated images
not only include the main information in the center, but also provide the different scale
information and local important information.
(2) The noised palm-print images
The noise is inevitable in image acquisition. As the gauss noise and PS noise are

common, the original basic ROI images are added noises with 0 average value, different
variances or intensities to obtain the noised images. The first image in figure 2 is still
taken as an example. First, the gauss noise with 0 average value and 0.0095 variance is
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added, as shown in figure 4(a). Next, the PS noise with 0 average value and 0.02 noise
density is added, as shown in figure 4(b). The main line information can be seen clearly.
Thus the images added noises can provide new samples to improve the recognition effects.

Figure 1. The original palmprint images (right hands of a person)

Figure 2. The ROI of the original palmprint images in figure 1

Figure 3. The images rotated with 15 degree anticlockwise

Figure 4. The images with gauss and PS noise

2.1.2. Database Preparation. To reduce the computation complexity, the size of ROI im-
age is changed to 64×64 in this paper. According to the reconstructed palmprint database
method in section 2.1.1, the detailed reconstructed database includes the following im-
ages. (1) The extracted ROI images. Total: 310 × 8 = 2480. (2) Two kinds of rotated
images. Total: 310× 8× 359× 2 = 1780640. (3) The images with gauss noise (µ = 0), in
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which variance changes in square relation because the noisy images with little variance
is more common than the ones with big variance and the maximum pixel value is 255.

σ = x2/2552 (1)

where the beginning value of x is set to 10, the end value of x is set to 25 and the step is
1. Thus, 16 noised images with gauss noise are obtained for an image.
(4) The images with PS noise (µ = 0), in which density ρ changes in square relation

like (3).

ρ = x2/2552 (2)

where the beginning value of x should be italic is set to 36, the end value of x is set to 50
and the step is 1. Thus, 15 noised images with gauss noise are obtained for an image.
Overall, 749 processed images are obtained based on an original ROI image. Thus,

there are 6000 images for each person. Considering the CNN training needs a big training
database, 5000 images of a person are randomly chosen as the training samples and the
rest 1000 images are taken as the testing samples in the experiments.

2.2. The Proposed CNN Construction Approach for Palm-print. The number of
hidden layers, the number of convolution kernels, the epochs and the number of training
samples for every batch (denoted as batchsize) can construct a CNN. It is very important
to select the appropriate parameters in constructing the CNN for different objects because
it can have a great effect on training processes and the recognition results. Considering
the size of palm-print image and to decrease the computation complexity [13-15], the size
of the kernel is set to 5 × 5, the 2 × 2 average window subsampling is used in pooling
layer, a full connection layer (softmax layer) is set and the sigmoid function is chosen as
the activation function in this paper.

2.2.1. The Number of Hidden Layers Selection. The distribution of the mail lines and
wrinkles is the key in palm-print recognition, so the palm-print recognition can be still
performed for the images with low resolution and quality. Therefore, the number of
hidden layers should be relatively small to avoid over-fitting in the training. The number
of hidden layers is selected from 1 to 6 to test, in which the number of kernels is chosen
as 6, the batchsize is set to 50 and the epoch is set to 10. The recognition Error Rates
(ER) are shown in table 1. For convenience, the number of hidden layers is denoted as
NHL in table 1. It can be seen that the result is the best if the number of hidden layers
is 2. As a result, the number of hidden layers is chosen as 2 in this paper.

Table 1. The recognition error results with different the number of hidden layers

NHL 1 2 3 4 5 6

ER 0.873 0.192 0.401 0.855 0.878 0.890

2.2.2. The Number of Convolution Kernels Selection. The input images are convolved
with the convolution kernels of the hidden layers in the training process. Every convo-
lution result can be seen as a projection component of original image. So the number of
convolution kernels is also very important for recognition results. The number of convo-
lution kernels is chosen from 1 to 9 in two hidden layers respectively in the experiments,
denoted as KN1 and KN2, in which the batchsize is set to 50 and epochs is set to 20.
The ERs are shown in table 2. The recognition results with the numbers of the 1st and
2nd hidden layers which are selected as (3, 5), (5, 3), (5, 5), (6, 6), (7, 6) are better than
those with other parameters at the same number of hidden layers, batchsize and epochs.
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Furthermore, the experiments are performed by selecting the different epochs (10, 20, 30,
40, 50) to find a best pair of kernel numbers. The recognition error results are shown
in table 3. The result is the best if the kernel numbers is pair (6, 6). In this case, not
only the better results can be obtained when the epochs are relatively small, but also
the results are relatively more stable than that of other kernel numbers. Therefore, both
kernel numbers are chosen as 6 in the 1st and 2nd hidden layers in this paper.

2.2.3. The Batchsize Selection. In general, it is very important to choose the appropriate
batchsize. To begin with, the bigger the batchsize is, the faster the computation speed
while processing the same data. However, the larger numbers of the epochs and training
samples in a batch are needed, and the computation complexity is higher with increasing
the batchsize if the same recognition accuracy is obtained. In addition, on one hand,
the result may be poor if the batchsize is too big, on the other hand, the convergence
of the CNN is very difficult to obtain even if the epochs is set to a big value. The tests
are performed in order to obtain an optimum batchsize with epoch= 10 and 2 hidden
layers (6 kernels). The results are shown in table 4. It can be seen that the result with
batchsize=10 is better than the others. So the batchsize is set to 10 in this paper.

Table 2. The recognition error results with different the number of kernels

PPPPPPPPPKN1

KN2 1 2 3 4 5 6 7 8 9

1 0.861 0.828 0.859 0.800 0.792 0.801 0.698 0.701 0.737
2 0.880 0.794 0.862 0.698 0.698 0.811 0.834 0.764 0.842
3 0.855 0.753 0.810 0.591 0.271 0.595 0.890 0.696 0.799
4 0.760 0.698 0.682 0.559 0.770 0.757 0.642 0.630 0.791
5 0.803 0.785 0.489 0.681 0.238 0.795 0.855 0.882 0.797
6 0.780 0.786 0.765 0.668 0.591 0.180 0.743 0.729 0.836
7 0.890 0.751 0.696 0.680 0.563 0.440 0.562 0.705 0.826
8 0.843 0.840 0.890 0.896 0.860 0.684 0.879 0.833 0.669
9 0.882 0.823 0.793 0.799 0.690 0.700 0.891 0.778 0.804

Table 3. The recognition error results with different the number of kernels
and epochs

XXXXXXXXXXXXKN1,2

Epochs
10 20 30 40 50

3,5 0.290 0.203 0.126 0.511 0.880
5,3 0.560 0.483 0.900 0.900 0.700
5,5 0.301 0.015 0.020 0.480 0.841
6,6 0.192 0.008 0.007 0.590 0.780
7,6 0.470 0.400 0.310 0.900 0.900

2.2.4. The Epochs Selection. The tests are performed to find optimum epochs with the
parameters selected in the prior tests. The average recognition results of 10 runs are
shown in table 5, in which the training and test samples are selected randomly. We can
see that the recognition rates are better than 99.95% with epochs=28. Therefore, the
epochs is set to 28 in this paper.
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Table 4. The recognition error results and times with different batchsize

Batchsize 5 10 20 40 50 100 200 400

ER 0.419 0.021 0.037 0.126 0.192 0.871 0.880 0.900
Time (s) 2448 2079 1920 1982 1944 1989 1963 2096

Table 5. The recognition error results with different epochs

Epochs 10 11 12 13 14 15 16 17 18

ER 0.021 0.018 0.010 0.032 0.755 0.011 0.008 0.010 0.004
Epochs 19 20 21 22 23 24 25 26 27
ER 0.717 0.013 0.035 0.703 0.036 0.005 0.009 0.003 0.005

Epochs 28 29 30 31 32 33 34 35 36
ER 0.0004 0.008 0.007 0.001 0.005 0.005 0.004 0.006 0.004

The mean squared error between the desired output and the real output changes with
training number is shown in figure 5 to test the effectiveness of the proposed CNN model
using the prior design selection. It can be seen that the mean squared error the proposed
CNN decreases relatively fast, which reflects the convergence property of the CNN is
good. In addition, the recognition rate is more than or equal to 99.95% in 10 random
experiments. Therefore, CNN for palm-print images is constructed considering training
samples batch processing, computation complexity and over-fitting problem in training
process, which includes input layer, two hidden layers (convolution, pooling, convolution,
pooling), and the full connection layer, as shown in figure 6. Let take an input image
(64× 64) as an example to illustrate briefly the work process of an image in CNN model.
First, the input image is convolved with 6 kernels (5× 5) respectively, 6 images (60× 60)
are obtained. Second, the downsampling is performed for every convolved image using the
window average method. Thus, 6 downsampling images (30×30) are obtained. Third, six
convolutions between every downsampling image and 6 kernels are calculated and fused
to an image (26 × 26) by adding them. Fourth, 6 fused images are downsampled like in
the second step. Fifth, 6 downsampled images (13×13) is reshaped to a vector (1×1014),
which are the input of the full connection layer. At last, the recognition is performed in
full connection layer using the softmax algorithm, in which the number of nodes in the
connection layer is set to the class number of the training samples.

Figure 5. The mean squared error between desired and real output verses
training number
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Figure 6. The proposed CNN model for palm-print

2.3. The Process of Proposed Palm-print Recognition Approach. Step 1: The
training palm-print database is reconstructed based on the basic database according to
the method proposed in section 2.1.

Step 2: The CNN model construction and training. The size of kernel is set to 5×5, the
active function is set to the sigmoid function, the pooling is realized using average method
with a 2×2 window and a full connection (softmax algorithm) is selected by considering the
characteristics of the palm-print image and some experiences [13-15]. Other parameters
are selected using the method in section 2.2, which includes the number of hidden layers,
the number of convolution kernels, the batchsize and epochs. At last, the CNN model is
trained using the supervised database (training samples).

Step 3: The test samples are recognized using the trained CNN.

3. Experiments and Results. Because the training and testing samples are from the
reconstructed database in section 2.2 and the test results are effective (≥99.95%), the
tests are performed using new images with different rotation angles and noises, and the
methods are compared to test the trained CNNs. The detailed test experiments are as
follows.

3.1. The Experiments with Different Rotation Angles and Noises. The test im-
ages are obtained by rotating the original palm-print images with 1 interval from 0.5◦ to
330.5◦. The experimental results are partly shown in table 6, which contains lossless and
loss rotation respectively, denoted as ER and ER (loss). It can be seen that the proposed
recognition method can effectively identify the palm-print even if the image is rotated.

3.2. The Experiments with Different Noises. The test images are obtained by
adding the gauss noise (mean is 0) and PS noise to the original images respectively.
The experimental results are shown in table 7. In addition, the mixed noises (gauss and
PS) are added to test the trained CNN model. ERs are shown in table 8. It can be seen
that the proposed recognition method is effective for the images polluted by noises.

Table Contents

Table 6. The error recognition results with different rotation angles

Angle 0.5 30.5 60.5 90.5 120.5 150.5 180.5 210.5 240.5 270.5 300.5 330.5

ER 0 0 0.012 0.013 0.011 0.012 0.014 0.013 0 0 0 0
ER(Loss) 0 0 0 0.013 0.012 0.011 0.012 0.012 0 0 0 0
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Table 7. The error recognition results with different noises

Gauss
vari-
ance

0.0041 0.0047 0.0052 0.0058 0.0064 0.007 0.008 0.009 0.01 0.011 0.012

ER 0 0.003 0.009 0.012 0 0 0 0.013 0.025 0.012 0.007
PS
den-
sity

0.031 0.033 0.034 0.035 0.037 0.038 0.04 0.042 0.043 0.045 0.047

ER 0.002 0 0.025 0 0.025 0.023 0.013 0.012 0.025 0.037 0.012

Table 8. The error recognition results with mixed noises

Guass variance+PS density 0.0041+0.031 0.0047+0.033 0.0052+0.034 0.0058+0.035

ER 0.027 0.025 0.025 0.029

3.3. The Comparison with Conventional Methods. The experiments were per-
formed by randomly choosing 10, 20, · · · , 50 images as testing samples respectively from
the rotated images (loss, lossless), the noised images (gauss, PS) used in two above exper-
iments (1) and (2). The experimental results are shown in table 9, which are obtained by
using the conventional Gabor+LDA, LBP+LDA, MLBP+LDA and the proposed meth-
ods. The detailed information of conventional methods can refer to [6]. According to
the principles of the conventional methods, they should have robustness in small noise
and rotation conditions to some extent and little robustness while big noises and rotating
angles. From table 9, the recognition rates using the proposed method are better than
the results using Gabor+LDA, LBP+LDA and MLBP+LDA methods. Especially, the
proposed method is more stable than the other conventional ones.

Table 9. The recognition rates using different recognition methods (%)

N∗ Gabor+LDA LBP+LDA MLBP+LDA Proposed approach

10 85.50 62.39 86.36 95.64
20 92.05 76.99 92.70 97.32
30 94.37 81.81 94.99 99.88
40 95.92 83.51 96.32 99.69
50 96.80 88.32 96.80 99.97

∗N is the number of testing samples.

3.4. The Comparison with Vanilla Neural Net Methods. The samples are chosen
as section 2.1.2, 5000 images are randomly taken as training samples, the rest 1000 images
are testing samples. The batchsize is set to 10. Three layers architecture is taken in Vanilla
Neural Net (VNN), in which the number of neurons in every layer is N ×N (the size of
input image), and the number of the class is 100. A normal VNN and a VNN with
dropout are used in the experiments. Additionally, the tanh and sigmoid active functions
are selected in different experiments. The results are shown in table 10. It can be seen
that the recognition accuracy and stability using the proposed method is better than
those using the VNN methods. The less epochs can obtain the better effectiveness using
the proposed method (28) than the VNN methods (150).
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Table 10. The recognition rates using VNN and the proposed approach(%)

Epochs VNN+tanh VNN+dropout+tanh VNN+dropout+sigmoid Proposed approach

28 67.36 82.05 85.47 99.96
60 70.34 88.49 82.18 93.83
90 69.55 90.13 83.83 94.65
120 70.15 81.02 86.01 96.88
150 75.28 84.69 90.44 97.29
180 70.01 83.95 89.13 96.00

4. Conclusions. For improving the palm-print recognition method against rotation and
noise and conquering the training sample insufficient in using CNN method, the palm-
print recognition method is proposed based on the expanded database and CNN. The
experimental results based on CASIA palmprint database show that the proposed ap-
proach can effectively recognize the palm-print image. The database preparation method
will be studied further based on frequency domain methods since the current methods
only consider the space domain methods, such as Gabor or multi-wavelet transformation.
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