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Abstract. Drugs bring good news to people’s health, while the adverse reactions caused
by taking two or more drugs at the same time will aggravate the damage to patients’
health. Therefore, the research on the interaction between drugs has been a hot topic in the
biomedical field. This paper proposes the method of English drug name relation extraction
based on the Bert-CNN. Usually, the methods of the extraction of entity relationship are
mostly based on the word vector trained by Word2vec, Glove, and so forth. The problem of
those methods is that they can’t distinguish the different semantics of polysemous words.
In this paper, Bert is used to train the word vectors. The word vectors generated by Bert
are dynamically represented by the surrounding words of the word. Then, word vector is
used as the high-quality feature input of the downstream CNN. F1 value of the proposed
method obtained on DDIExtraction2013 dataset is 72.64%.
Keywords: Relation Extraction, Bert, CNN

1. Introduction. With the development of medicine and the deeply researching on DDI,
a lot of valuable medical information is hidden in the structured and unstructured medical
literature, which is growing exponentially. In order to find important information from
biomedical literature, information extraction technology has attracted much attention in
recent years. At present, information extraction in biomedical literature is mainly entity
extraction and relationship extraction, however, this paper only focuses on relationship
extraction.
In the existing research, there are two kinds of methods about drug name extraction

task: rule-based method and machine learning method. It is necessary for the rule-based
method to analyze the relationship between texts and label first and then summarize the
rule model. For example, Segura-bedmar et al.[1] extract the rule set in the corpus, and
use the rule set to find the drug pairs matching the rules in the corpus. Although the
accuracy of those methods is high, the recall rate is poor, and the F value is reported only
about 19%. The performance of using rule-based method to extract model performance
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relies on the ability of set extraction rules of professionals and domain experts. Therefore,
machine learning based method for drug name extraction has been a trend.

The method based on machine learning usually transforms the extraction of drug name
relationship into a classification task. Wang[2] proposed a support vector machine (SVM)
method based on multiple features, including: word features, location features, negative
word features and sentence distance features. Kim[3] also input rich features into SVM
model for drug name relationship extraction. The main features used in this method are:
word features, syntax tree feature core and noun phrase constraint cooperative features,
etc. and this method has achieved 67% F value in DDIExtraction2013 dataset.

The above methods need to extract features manually, but it is time-consuming and
subjective. Recently, the convolutional neural networks (CNNs) as one of the deep learn-
ing methods have made great achievements in sequence tagging[4], emotional analysis[5],
etc. Based on this, we use CNN to extract the drug name relationship.

DDIExtraction2013 dataset is composed of multiple sentences. In this paper, based
on sentence level, dynamic word vector and position information generated by Bert are
used as the input vectors of CNN to extract the relationship between drug name pairs.
Experimental results show that the performance of drug name relation extraction based
on Bert-CNN is better than that based on SVM.

2. RELEVANT WORK. This section introduces the extraction model of English drug
name relationship based on Bert-CNN. Figure 1 shows the four layer architecture of
the model to extract drug name entity relationship: embedding layer, convolution layer,
pooling layer and softmax layer.

2.1. Word Coding Layer. Word vector is a way to digitize words in spoken language.
In natural language processing tasks, word vectors have two forms: one hot represen-
tation and distribution representation. Compared with the discrete representation, the
distributed representation has the following two advantages: (1) there is similarity be-
tween words; (2) the word vector can contain more information, and each dimension has a
specific meaning. The task of NLP using deep learning usually uses a distributed represen-
tation, which represents the word as a continuous dense vector of fixed length. At present,
there are many models that can be used to learn word vectors, such as Word2vec[6] and
Golve[7]. But distributed representation can’t solve the problem of polysemy. In natural
language, every word may have many different meanings. If we use numerical value to
represent its meaning, at least it should not be a fixed vector.
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Figure 1. Model architecture
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Figure 2. ELMo model

Peters, et al.[8] proposed embedding from language models (Elmo). Elmo applied two
stacked long short term memory (LSTM) layers to learn context information for each word
in two directions of a sentence. The final vector representation of each word is composed
of hidden states corresponding to several layers of LSTM, as shown in Figure 2.
In addition, Radford[9] and others put forward the OpenAI GPT model, which is based

on the language model of transformer, using the structure of transformer to train the one-
way language model, and then the downstream natural language processing tasks can be
fine-tuned on this basis. Compared with LSTM, GPT has the advantage that it can get
the language information of the sentence context in a long distance. The GPT model is
shown in Figure 3.
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Figure 3. GPT Model

In order to make full use of the context information of sentences, Devlin[10] and others
proposed the Bert model, as shown in Figure 4. Bert uses two-way transformer, which
combines the advantages of the above models and removes their disadvantages. Its feature
representation is the context from left and right sides depended by all layers. It has
achieved good results in many natural language processing specific follow-up tasks. In
the word coding layer of this paper, we can directly use Bert’s feature representation as the
word embedding feature. The coding vector of Bert input is the sum of three embedding
features: token embedding, position embedding and segmentation embedding.
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Figure 4. Bert Model

2.2. Attention Layer. Convolution layer realizes CNN’s automatic feature extraction
function, which can extract the features of the input data no matter whether it is one-
dimensional, two-dimensional or multi-dimensional. Each convolution layer can have mul-
tiple convolution kernels, and different convolution kernels have different extraction char-
acteristics. In this paper, convolution kernels with heights of 2, 3, 4 and 5 are used. The
convolution kernel is the size of the receptive field between the neurons in the convolu-
tion layer. The convolution layer can realize weight sharing, which can greatly reduce
the training time of the network compared with the fully connected neural network. The
weight can be updated by error back propagation.

The features extracted by convolution layers are linear, which is followed by activation
function to make it nonlinear to store more information and enhance the ability of fea-
ture expression. The commonly used activation functions are tanh[11], sigmoid[12] and
relu[13].

Assuming that the height of the convolution kernel is m, the characteristic hi can be
calculated by the continuous m word vectors in the convolution kernel and sentence vector,
and the calculation formula is shown in Formula 1.

hi = tanh
(
wi ·X + b

)
(1)

Where i represents the i− th word, wi represents the weight of the i− th word, and X
represents the continuous word vector, with X = [xi, . . . , xi+m−1] , b is the offset matrix.
So every word i(i ∼ [1, n]) in a sentence can be expressed as H = [h1, . . . , hn−m+1], its
length is n−m+ 1

2.3. Pooling layer. This layer compresses the input feature map information, which
can greatly reduce the feature dimension, thus reducing the risk of over fitting. Common
pooling operations include mean pooling and Max pooling, as shown in Figure 5. In
this paper, we use the maximum pooling operation, which is to select the point with the
maximum value in the local acceptance domain.

2.4. Sotfmax layer. The final features from the pool layer are input into the sotfmax
layer for classification. In the process of training, in order to avoid the phenomenon of
data over fitting, dropout technology is used in this paper, that is to say, the pooled
vector sets the feature to 0 with a certain probability, instead of completely sending it to
the softmax layer for classification. This operation is not required for testing.

3. EXPERIMENT AND ANALYSIS.
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Figure 5. Pooling Layer Operation

3.1. DataSet. The experimental data used in this paper is the DDIExtraction2013 eval-
uation data set published by Segura-bedmar et al. The data set mainly comes from the
Drugbank database and MEDLINE database. The classification of drug name relation-
ship in the data set is divided into the following four categories: (1) advice class: the
description of drug interaction in the text is a suggestion or recommendation. (2) effect
class: the text describes that the drug interaction will have some influence or have some
pharmacodynamic mechanism. (3) mechanism class: the text describes drug interactions
based on the mechanism of pharmacokinetics. (4) int class: the text describes the drug
interaction between drugs, but there is no other description.
The specific statistics of the experimental data set are shown in Table 1. Among them,

positive is the statistics of all positive cases, i.e., there is a relationship between drug name
entities, while, negative is the statistics of all negative cases, which means that there is
no relationship between drug name entities.

Table 1. EXPERIMENTAL DATASET

Training Set Test Set
DrugBank MedLine ALL DrugBank MedLine ALL

Negative 22118 1547 23772 4367 345 4712
Positive 3788 232 4020 884 95 979
advice 818 8 826 214 7 221
effect 1535 152 1687 298 62 360
mechanism 1257 62 1319 278 24 302
int 178 10 188 94 2 96

In DDIExtraction2013 dataset, there are about 10% positive cases and 90% negative
cases. The distribution of positive cases and negative cases is seriously uneven, which will
interfere with the actual extraction of drug name relationship. In order to alleviate the
imbalance between positive and negative cases, according to the method proposed in [14,
15], this paper filters out negative cases as much as possible in the following two cases.
If the selected pair of drug name relationship has the same name, delete the correspond-

ing instance, or the format of two drug names is different, but the same drug. Because
a drug can’t have any relationship with itself. For example: Animal toxicology studies
showed increased DEET[DRUG1] toxicity when DEET[DRUG2] was included as proof of
the formulation.
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If two or more drug names are juxtaposed and two drug names are grammatically jux-
taposed, then there will be no general relationship. For example: Before using this medi-
cation, tell your doctor or pharmacist of all prescription and nonprescription products you
may use, especially of: amino-glycosides (e.g., gentamicin[DRUG1], amika-cin[DRUG2]),
amphotericin B, cyclosporine, non-steroidal anti-inflammatory drugs (e.g. ibu-profen),
tacrolimus, vancomycin.

The processed data set statistics are shown in Table 2. In the experiment, three evalu-
ation indexes, accuracy P, recall R and F1 value, were used to evaluate the results of drug
name relationship extraction. Among them, F1 is the performance of the comprehensive
evaluation model. The three evaluation indexes are shown in formula 2-4:

P =
TP

FP + TP
(2)

R =
TP

FN + TP
(3)

F1 =
2× P ×R

P +R
(4)

Table 2. DATASET AFTER PROCESSING

Training Set Test Set
DrugBank MedLine ALL DrugBank MedLine ALL

Negative 17571 1249 18820 3426 310 3736
Positive 3775 231 4006 884 90 974
advice 816 7 823 214 7 221
effect 1531 152 1683 298 57 355
mechanism 1254 62 1316 278 24 302
int 174 10 184 94 2 96

Among them, true positive (TP) is a positive case with correct classification, false
positive (FP) is a positive case with wrong classification, and false negative (FN) is a
negative case with wrong classification.

3.2. Experiment parameter setting. In this experiment, the open-source Python
framework of Facebook artificial intelligence research institute is used. In this paper,
we first apply Bert training word vector to the extraction of English drug name relation-
ship based on Bert CNN. Because CNN model needs fixed input text length, and the
actual length of each text is not the same, so we set a unified sentence length of 150. The
experimental parameters used in this paper are shown in Table 3.

Table 3. DATASET AFTER PROCESSING

Parameter names The parameter value
Batch number 16

Word vector dimension 768
Convolution window 2,3,4,5

Iteration times 100
Optimization algorithm dam

Maximum sentence length 150
Dropout rate 0.5
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3.3. Experimental results and analysis. Table 4 shows the relationship extraction
and detailed evaluation of all categories of Bert-CNN model used in this paper. Accord-
ing to Table 4, it can be observed that this method can correctly classify advice, effect
and mechanism, and F1 value is greater than 70%. There are some difficulties in int
classification, because the low proportion (¡2%) of int class in training data set leads to
the neglect of the difference between this class and other classes in feature extraction, so
it can not be effectively identified.

Table 4. EXPERIMENTAL RESULTS OF DDL2013

Results P R F1

category

advise 77.87 82.81 80.26
effect 66.84 73.8 70.15

mechanism 82.03 69.54 75.27
int 85 35.42 50

Micro-Average 74.65 70.74 72.64

In order to further evaluate the performance of the system, this paper lists the results of
various other model experiments on the DDIExtraction2013 data set and compares them
with the Micro-Average results of this experiment. The results are shown in Table 5.
In Table 5, the methods proposed by UTurku[16], FBK irst[17] and Kim[3] are all

feature-based methods. SCNN[18], CNN[14], SVM-LSTM[19] and MCCNN[15] are all
neural network-based methods. It can be seen that the performance of neural network-
based methods is generally better than that of feature-based methods, because neural
network-based methods can effectively learn useful features automatically. After a com-
parative analysis of the latest models, the Bert CNN model proposed in this paper has
achieved better performance, which is mainly reflected in the following two aspects.

Table 5. An example of a table

Methods P R F1
UTurku[17] 73.20 49.90 59.40
FBK irst[18] 64.60 65.60 65.10

Kim[4] - - 67.00
SCNN[19] 72.50 65.10 68.60

SVM-LSTM[20] 75.30 63.70 69.00
CNN[15] 75.70 64.66 69.75

MCCNN[16] 75.99 65.25 70.21
In this paper, methods 74.65 70.74 72.64

First of all, this paper does not use additional NLP tools to obtain features, but au-
tomatically obtains features in the process of training. SCNN[18] and SVM-LSTM[19]
respectively use Enju[20] and GDep[21] to analyze the syntax of sentences and extract
important features. Finally, 68.6% and 69% of F values are obtained. However, these
additional tools may not be completely accurate, and may also lead to error propagation,
thus hindering the performance of the model.
Secondly, in the existing methods, only word embedding and position embedding are

used as features[14, 15], and the semantic information contained in the features only in-
cludes word embedding. However, a word may have multiple meanings, so using only
words to embed information does not guarantee the correct expression of semantics. In
this paper, Bert is used to generate dynamic word vectors to obtain complete word rep-
resentation.
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4. EXPERIMENT AND ANALYSIS. In this paper, we propose the Bert-CNN
model to extract drug name pairs from biomedical literature. Traditional relationship
extraction methods need to extract a large number of features manually, which not only
need the participation of professionals, but also rely on natural language processing tools.
In this paper, the word vector generated by Bert is used as the input of convolutional
neural network, without other features and natural language processing tools. Finally,
72.64% of the F value is obtained on the DDIExtraction2013 data set, which is 2.43%
higher than the latest method.

For further study, we will continue to study the improvement of Bert-CNN model,
and explore more efficient relationship classifiers to make the model more accurate. We
could improve the effect of four kinds of relationship classification by integrating text
information or improving the model, so as to obtain better performance.
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