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Abstract. Content-adaptive image steganography embedding cost learning frameworks
based on deep learning can generate a more exquisite embedding probability map within a
short time, and such methods have reached remarkable security performance compared to
conventional hand-craft based methods and received increasing attention in recent years.
However, existing Reinforcement Learning (RL)-based schemes are typically based on
single-step state machine, making it difficult for further improvement. This paper ex-
tends the existing RL-based framework into two steps to enhance the simulated stego
images from policy network to improve the performance, that is, during the training pro-
cess, similar to the conventional methods, a module will be added after the policy network,
the current embedding direction is adjusted according to the sign of modification direc-
tions of the neighborhood. The experimental results show that the proposed module not
only improve the performance during the training process, but also enhance the actual
security performance compared with single-step based frameworks when countering mul-
tiple steganalyzers.
Keywords: Steganography, Steganalysis, Reinforcement learning, Content adaptive

1. Introduction. Image steganography attempts to embed message bits into public
cover images in an invisible way, and the goal it pursues is to prevent the attackers
from discovering the stego images. But earlier steganography methods only emphasize on
embedding capacity, not embedding quality, which can be broken rapidly by conventional
statistical based methods [1].

Until now, content-adaptive steganographic schemes under the framework of minimiz-
ing distortion function are more efficient than the conventional methods, which are the
mainstream in modern steganography. This kind of schemes calculate the embedding
costs of image to evaluate where to embed best, then get modification map by embedding
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simulator [2] or STC [3] encoder, finally add to cover image to obtain a stego image, and
this idea has been utilized widely in HUGO [4], WOW [5], S-UNIWARD [6], HILL [7].

In contrast, steganalysis is a kind of methods to attack steganography, which is used
to detect whether the suspicious image is stego or not. Early steganalysis methods de-
tect images mainly by using statistical based methods. In order to further improve the
detection accuracy, the emergence of hand-craft based steganalysis methods altered the
situation to get the relationship between neighbor pixels in different directions by using
feature extraction, such as Spatial Rich Model (SRM[8]), then these features are fed into
Ensemble Classifier(EC[9]) to detect images.

In recent years, benefit from optimizing richer features in deep learning, the design of
CNN-based steganalysis schemes captures the attention of researchers. For CNN-based
steganalysis on small images, GNCNN [10] was proposed by Qian et al, which consists
of a preprocessing module based on KV high-pass filter, and its performance has been
closed to SRM, which laid the foundation for follower research. An improved version of
GNCNN called IGNCNN[11], which presents the ability of combining the trained CDNs
in a multimodal framework and studies the effect of this combination on the detection
accuracy. Xu et al.[12] proposed Xu-Net, which uses absolute and tanh functions to
enhance the preprocessing results, and multiple structural groups are designed to adjust
them thus improving performance. Yang et al. [13] proposed maxCNN, which first
combined selection channel with CNN steganalysis. Ye et al. [14] proposed Ye-Net, all
SRM high-pass filters and selection channel are utilized as preprocessing, Truncated Linear
Unit (TLU) function was designed to further enhance the results from preprocessing layers,
finally achieved competitive performance. On this basis, Yedroudj et al.[15] proposed an
improved version called Yedroudj-Net, optimizing their model by simultaneously using
linear and non-linear filters. To further improve performance. Borouman et al. [16]
proposed SR-Net, which initializes filters randomly and extracts residual through multiple
non-pooling convolutional layers. You et al.[17] proposed a Siamese CNN to solve the
problem of staganalysis of the images in arbitrary size, which consists of two symmetrical
subnets with shared parameters, thus making their model well-generalized and robust.

Although researchers have made in-depth studies in CNN-based steganalysis, which
have posed great challenge to image steganography, In the past few years, GAN-based[18]
or RL-based content-adaptive embedding frameworks present a booming development,
and the security performance of those methods are excellent compared to conventional
hand-craft based methods.

Tang et al.[19] first proposed a GAN-based steganography scheme ASDL-GAN(Automatic
Steganographic Distortion Learning with Generative Adversarial Network). Similar to the
process of hand-craft based methods, the generator is used to calculate embedding prob-
ability map of cover images, consisting of 25 groups with shortcut connections to identify
the feature map of stack layers. According to the probability map, Ternary Embedding
Simulator (TES) network is employed to simulate the process of embedding secret in-
formation. The performance of ASDL-GAN is close to the hand-craft based methods.
However, TES network needs pre-training before using in GAN, which may lead to a long
time of training, and the training effect may affect the final performance. Yang et al. [20]
proposed UT-GAN (U-Net [21] and Tanh Embedding Framework Using GAN), which is
an improved version of ASDL-GAN. U-Net based generator greatly reduces the number
of model parameters. Two tanh-based functions are combined as embedding simulator
to avoid the pre-training problem of TES, thus saving much time on training. Xu-Net
with 6 HPF kernels is used as discriminator. UT-GAN has outperformed the conven-
tional hand-craft based steganography schemes. The latest works adopt RL to alleviate
the vanishing gradient problem, In SPAR-RL [22] (Steganographic Pixel-wise Actions and
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Rewards with RL), a policy network attempted to learn embedding policy and decom-
posed the embedding into pixel-wise actions to maximize the rewards, a sampling process
was designed to simulate the embedding actions and the gradients of data embedding were
assigned to the reward function. As for some of the new technologies about information
hiding, in reversible data hiding, a new method (HistC) [23] is proposed using histogram
shifting on blocks, in which selected peak points are pixels at the center of the histogram
distribution, and a new approach [24] is designed to conceal secret bits within Arabic text
cover media via using Kashida and Unicode space characters (UniSpaCh), which are used
in Microsoft word documents.

The security performance of the related works are relatively high. However, there
are some limitations in those methods. However, the single-step RL framework cannot
adjust the modification direction of the current position according to the situation of
the neighborhood, which makes it difficult to further improve the training efficiency and
performance. Inspired by CMD [25], this paper extends the existing RL framework into
two steps to enhance the simulated steganography images from generators to solve this
problem. That is, in the training process, the embedding simulator is used to simulate
the embedding, and then the current embedding direction is adjusted according to the
sign of modification directions of the neighborhood, and then the discriminator is fed by
the enhanced simulated stego images to continue to complete the model training. In this
way, the preprocessing module in the discriminator can be interfered to further improve
the training effect of the generator.

2. RL-based Embedding Cost Learning Framework. The overall architecture of
RL-based embedding cost learning framework is illustrated in Fig. 1. The policy network
P learns embedding probability of pixel value xi,j according to the input images. In order
to generate simulated stego images and guarantee stability of the framework, optimal
embedding simulator is employed to deal with the data embedding, and a reward function
R is designed to guarantee the gradients of data embedding. Similar to the discriminator
of GAN-based frameworks, the environment network E can be referred as Xu-Net [12]
with 6-HPF kernels, puts the cover images and the simulated stego images generated
from P for training. Finally, calculate the loss of P, E and R separately and update the
whole model through back-propagation. These operations of existing single-step RL-based
framework can be treated as a state machine, which is shown as follows.
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Figure 1. The overall architecture of single-step RL-based cost learning framework.

In Fig. 2, where sn indicates the state of the n-th iteration, an, R (an, sn) is the
corresponding action and reward of sn. Note that the design of each components, such as
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Figure 2. State machine of single-step RL.

the functions of policy network, environment network, and reward in this article, can be
referred in SPAR-RL [22], we will extend the existing work into multi-step.

3. The Proposed Method Incorporating Clustering Modification Directions.
In fact, under the existing single-step RL-based framework, the embedding probabilities
are learned by the policy network during training processes, but existing framework does
not fully consider the impact of the neighborhood pixels. However, when enhancing
the RL-based frameworks, simply adding a module (such as selection channel) to the
environment network will strengthen its adversarial effect, eventually affect the actual
performance of policy network. Therefore, it is necessary to further improve the policy
network to enhance its segmentation capability, and the existing state machine from
single-step to multi-step will be extended by investigating the modification directions of
the simulated stego images during the training process and optimize them to improve the
security performance.

Reviewing CMD [25], the main idea is to divide the image into multiple sub-blocks.
When adjusting the modification direction of the next sub-block, the adjustment will be
based on the neighborhood modifications of each element from the previous sub-blocks,
and then accomplish the data embedding of the message bits of current sub-block until
the data embedding is completed. However, due to the operations are typically matrix
level in deep learning, simply applying this method may reduce the training may reduce
the training efficiency of the model.

In order to solve this problem, this paper proposes a simplified strategy, where the goal
is to interfere with the ability of extracting residuals of the preprocessing module in the
environmental network. That is, accomplishing the embedding simulation in the training
process first, and then adjust the modification directions of the neighborhood of each
pixel to obtain the simulated stego images. As shown in Fig. 3, assume a pixel value xi,j

at (i, j) with four neighborhoods in the horizontal and vertical directions, and following
adjustments will be made according to the modification of the neighborhood.

xi,j xi,j+1xi,j−1

xi+1,j

xi−1,j

Figure 3. The neighborhood of xi,j in vertical and horizontal directions.

p+i,j =

{
pi,j ∗ α, if

∑
(m,n)∈Ni,j

dm,n > 0

pi,j, otherwise
(1)

p−i,j =

{
pi,j ∗ α, if

∑
(m,n)∈Ni,j

dm,n < 0

pi,j, otherwise
(2)
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where α is the scaling factor, p+i,j, p
−
i,j are the embedding probability of +1 and −1 respec-

tively, Ni,j is the neighbor of xi,j, such as xi+1,j, xi−1,j, xi,j+1, xi,j−1, di,j is the correspond-
ing modification of xi,j, typically is -1, 0, +1. Moreover, the embedding probabilities
adjustment can be summarized as two following cases.

1. When the number of +1 modifications is greater than the number of -1 modifications,
the modification direction of xi,j should be adjusted to -1, and the corresponding
embedding probability should also be adjusted to ensure the modification directions
in the continuous region (Fig. 3) are different.

2. When the number of -1 modifications is greater than the number of +1 modifica-
tions, the modification direction of xi,j should be similarly adjusted to +1, and the
embedding cost should also be adjusted according to the above rules.

After the embedding probabilities adjustment in this way, the modification directions
of the simulated stego images in each continuous area will not be synchronized during
the training process, so as to affect interference environment network and strengthen the
learning ability of the strategy network module on the image neighborhood.

In practical application, the proposed module will be placed after the embedded simu-
lator, and its state machine will be adjusted from single step (Fig. 2) to multi-step (Fig.
4). For example, s0,0 is the initial state, and a0,1 is the conventional embedding simula-
tion, R (a0,1, s0,1) is used to adjust the embedding probabilities according to the proposed
method for the simulation from a0,1 and turn to the s0,1. After the probabilities adjust-
ment, the step a0,1 and R (a0,1, s0,1) is same as a0 and R (a0, s0) in Fig. 2 of single-step
framework.

s0,0
a0,0−→

R(a0,0,s0,0)
s0,1

a0,1−→
R(a0,1,s0,1)

s1,0
a1,0−→

R(a1,0,s0,0)
s1,1

a1,1−→
R(a1,1,s0,1)

s2,0 . . . . . .

Figure 4. The two-step state machine of the RL-based framework, each
state contains two sub-states, and where the first reward is used to represent
the proposed method, the second reward is the conventional reward function
based on single-step version.

To this end, the practical implementation steps are as follows.
Step 1 Use the policy network to get the original embedding probabilities and generate

the modification map for the embedding simulation.
Step 2 According to the modification map of Step 1, adjust the elements at the matrix

level in the neighborhood as shown in Fig. 3 based on the proposed method and obtain the
adjusted embedding probabilities. The conceptual diagram of the adjustment is shown in
Eq, 1 and Eq. 2.

Step 3 Generate a new simulation modification map with new embedding probabilities.
Step 4 Add the new simulation modification map to the original image to get the

final simulated stego image, and put them together into the environmental network to
accomplish the training iteration.

Step 5 Get the Loss and Reward for backpropagation, and turn to Step 1 to the next
iteration.

4. Experiments.

4.1. Experimental Setup. The settings of our experiments are as follows, ALASKA#2,
BOSSBase v1.01[26] and BOWS2[27] datasets are used to train the GAN or RL-based
frameworks or evaluate the security performance in different cases, containing 10,000 gray-
scale images with 512×512 resolution separately. To improve the efficiency of experiments
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and avoid wasting time, all of the original images were resized to 256×256. We use Adam
optimizer and set the learning rate to 0.0001, and half of the images of ALASKA#2 will
be used on the training phase, each batch contains 24 cover images were used to generate
the corresponding stego images. BOSSBase v1.01 and BOWS2 were used to generate
the final simulated stego images with the trained model. The parameter settings of the
existing modules of the framework were same as SPAR-RL [22], and α in Eq. 1 and Eq. 2
is set to 2, and it was performed in Tensorflow v1.15, all of the experiments are conducted
on with Intel XEON 4216 CPU and NVIDIA GTX 1080Ti graphics card.

In order to evaluate the effectiveness of the proposed module, multiple steganography
schemes are adopted, which is combined in the following ways:

• SPAR-RL-v2: RL-based structural design, whose generator and discriminator were
from UT-GAN [20]. It contains U-Net based generator and Xu-Net with 6-HPF
kernels. Optimal embedding simulator is employed to maintain the stability, and a
reward function is designed to guarantee the gradient of the embedding simulation
during the training process.

• SPAR-RL-v2-multi: An improved version of SPAR-RL-v2 by adding the proposed
module after the policy network in SPAR-RL-v2, and the state machine of the model
will be multi-step.

In our experiments, three state-of-the-art steganalysis schemes were selected to evaluate
security performance, including one hand-crafted based and two state-of-the-art CNN-
based steganalysis schemes are as follows:

• SRM [8]: Multiple high-pass filters are used to obtain image residuals, 4th-order
co-occurrence matrix is extracted from quantized and truncated residuals, and FLD-
based ensemble classifier is used for classification.

• Xu-Net [12]: Similar to the discriminator of UT-GAN, 6-HPF kernels was utilized
as preprocessing layer, and 5 groups of convolutional layers are used on feature
extraction. Absolute and tanh activation functions are used to limit the scope after
preprocessing. 1× 1 convolution, global pooling and BN layer are added to improve
detection performance.

• Yedroudj-Net [15]: 30-HPF kernels are employed for boosting detection performance
to obtain different kinds of residuals. TLU activation function is also applied in
feature maps to prevent modeling outlier values in deep layers.

These steganalysis schemes are used to evaluate security performance of above steganog-
raphy schemes on BOSSBase v1.01 and BOWS2 dataset. For hand-craft based methods
SRM, the training set and test set are divided in 1:1. For the above two CNN-based ste-
ganalysis model, the training set, verification set and test set are divided into into 5:1:4.
In our experiment, detection error rate is a way to measure the security performance, is
defined as follows:

PE = min
PFA

1

2
(PFA + PMD (PFA)) (3)

where PFA is false alarm rate, PMD is detection error rate.

4.2. Security Performance. In this subsection, the evaluation of security performance
on these steganography schemes has been imple- mented, models are divided into multiple
groups to verify the improvement of our framework by each sub-module. The security
performance based on SRM and CNN-based steganalyzers are shown in Table 1. During
our evaluation, each scheme is trained at 0.4 bpp payload without curriculum learning,
and fine-tuning are adopted to adjust the models in different payload to reach the best
state.
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Table 1. Performance Comparison Among Different Steganographic Schemes

Steganalyzer Steganography
Payload

0.2bpp 0.4bpp

SRM
SPAR-RL-v2 0.3842 0.2732

SPAR-RL-v2-multi 0.3910 0.2781

Xu-Net
SPAR-RL-v2 0.4169 0.3342

SPAR-RL-v2-multi 0.4208 0.3395

Yedroudj-Net
SPAR-RL-v2 0.3725 0.3024

SPAR-RL-v2-multi 0.3767 0.3055

(a) (b) (c) (d)

Figure 5. Comparison of modification map between different stegano-
graphic schemes in ”1013.pgm” of BOSSBase v1.01. (a) Original image.
(b) Embedding probability map with the wide U-shape based policy net-
work [20]. (c),(d): modification map generated under different schemes.

As we can see from Table 1, the proposed module in this paper are effective to against
CNN-based steganalysis models by adding one step to the state machine of the existing
RL-based framework. Owing to the adjustment of the modification directions according
to Sec. 3, we can get the modification map with less noise, and the visualization of
embedding probability map and the modification map under is shown in Fig. 5.

4.3. Comparison of training process. In this section, the training process of the two
schemes is compared to illustrate the effectiveness of the proposed module for the model
trainings.

Fig. 6 visualizes the detection error rate of the two schemes during the training of sim-
ulation of the stego images. As seen, after 10000 iterations, SPAR-RL-v2-multi achieves
higher detection accuracy than SPAR-RL-v2.



246 J.H. Cui, Z.B. Wang, S.G. Tian, J.F. Zhao, S. Wang

0 5 10 15 20 25

0.18

0.2

0.22

0.24

0.26

0.28

Iterations ∗ 5000

D
et

ec
tio

n
Er

ro
r

R
at

e
SPAR-RL-v2

SPAR-RL-v2-multi

Figure 6. Comparison of training process.

According to the results, it is clear to observe that the use of the proposed module
is somewhat more effective than the single-step method in the training. When training
with the proposed module, with the help of the embedding probabilities adjustment, each
region (like Fig. 3) of the modification map will not be synchronized. It can be seen
that the proposed multi-step module achieves the better effect, which makes the model
training more effective.

5. Conclusions. Content-adaptive embedding cost learning framework based on RL is
crucial to the modern steganography. In this paper, we propose a module to extend
existing single-step framework to multi-step to improve the training efficiency, so that
the trained policy network can get better segmentation ability. Our results show that
equipping the proposed module can improve the security performance at actual application
level.
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