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ABSTRACT. Binaryization plays an important role in digital image processing, mainly in
computer vision applications. Threshold generation is an effective technique in the binary
encoding process. The choice of threshold technique is very important in the process of
binaryization. Some threshold algorithms have been studied and proposed to determine
optimal threshold values such as Otsu or Sauvola. In this study, the paper presents an
improvement of the Otsu threshold algorithm based on MapReduce model to Improved
performance when working on large images. Fxperimental results show that the speed of
the improved algorithm is much better than the Otsu algorithm on many different types
of images.
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1. Introduction. Binary images are useful in many image processing applications due
to their simplicity and efficiency. Binary images are created by quantizing the image’s
grayscale levels into two values, usually 0 and 1. For many years, binary coding has been
an active field of research in the field of processing. digital images such as recognizing text
and symbols, identifying objects with special shadows and determining the orientation
of objects... [3]. Binarization generally involves two steps including determination of
a gray threshold according to some objective criteria and assigning each pixel to one
class of background or foreground. If the pixels intensity is greater than the determined
threshold then it belongs to foreground class and otherwise to the background [1]. The
main problem in the binaryization process is the choice of threshold creation technique [2].
Several threshold algorithms have been proposed to determine the optimal threshold value.
Threshold algorithms can be classified into six classes: histogram shape-based methods,
clustering-based methods, entropy based methods, object attribute-based methods, the
spatial methods and local methods based on the local characteristics of each pixel [6].
Among these classes, many threshold algorithms are based on a minimum variance [4].
The Otsu threshold technique is a classification-based method to find the threshold for
minimizing internal variance, defined as the sum of the weighted variance of two classes [5].
The Gaussian Otsu method is an extension of the Otsu method and it uses the maximum
variance between classes as the optimal threshold value. In [10], the authors experienced
and compared two binary algorithms Otsu and Gaussian Otsu. In [11], Sauvola et al.
proposed a locally adapted document binaryization algorithm, called the Sauvola binary
algorithm. The Isauvola algorithm is an improvement of the Sauvola [12] algorithm. In
[13][14], Romen et al. proposed a locally adaptive binary algorithm based on the integral
image whose runtime does not depend on the local window size to compute the average
in the local window.
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However, the Otsu algorithm is still time-consuming when working with large images.
Current imaging equipments is created towards the creation of high-resolution and large-
scale images. The current remote sensing satellites also produce large images... Therefore,
if the execution time of Otsu algorithm can be improved on large images, it will meet the
new demand with big data...

Currently, with the development of information technology, the Industrial Revolution
4.0 has led to the explosion of data (Big Data). Big data and its analysis play an important
role in the Information Technology world with applications of Cloud Technology, Data
Mining, Hadoop and MapReduce [7]. Traditional technologies only apply to structured
data while big data includes both structured, semi-structured and unstructured data. His
method to effectively handle big data has become big challenges in the new age and there’s
a great need for new processing methods. MapReduce is a highly efficient distributed data
processing model that has been widely used in large data processing [8]. In [9], the authors
presented a parallel algorithm for boundary detection in images based on the Otsu-Candy
operator. In [15], authors presented an method of optimizing Cross-Entropy Thresholding
for image segmentation. In [16], author used the improved Swarm Algorithm to find the
optimal thresholds for segmenting Medical images. In [17], authors proposed the Design
of Real-time Face Position Tracking and Gesture Recognition System.

This paper presents the new binary algorithm MR_Fast_Otsu with the using MapReduce
model to overcome the disadvantage of computation time of Otsu algorithm with large
size image like remote sensing images without losing binary quality. The MR_Fast_Otsu
algorithm promises to effectively support binary large images, saving a lot of execution
time in the current data explosion.

The rest of the paper are presented as follows: Part II presents related studies, Part I11
presents proposed algorithms, Part IV presents some experiments on large image data.
Finally, the conclusion is presented.

2. Related Work.
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Ficure 1. Flowchart of MapReduce model [8].

2.1. Overview of MapReduce model. MapReduce is a model of parallel and dis-
tributed computing model that is proposed by google (Figure 2). It includes two basic
functions: “Map” and “Reduce” which are defined by the user [8]. Through the MapRe-
duce library, the program fragments the input data file. Machines include: master and
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worker. The master machine coordinates the operation of the MapReduce implementa-
tion process on the worker machines, the worker machines perform the Map and Reduce
tasks with the data it receives. Data is structured in the form of key and value.

The formal representation of MapReduce model

According to [8] [13], we have the formal representation of the MapReduce model as
follows:

e map: (K1 k1, V1 vl) — list(K2 k2, V2 v2)
e reduce: (K2 k2, list(V2 v2)) — list(K3 k3, V3 v3)

Where:

e K1, V1 are the input key and value types of the map function; k1, vl are the
corresponding objects with the types K1, V1.

e K2, V2 are the output key and value types of map function and still are the input
key and value types of reduce function; k2, v2 are the the corresponding objects with
the types K2, V2.

e K3, V3 are the output key and value types of the reduce function; k3, v3 are the the
corresponding objects with the types K3, V3.

In other words, we can see:

o If k1, vl, k2, v2 are identified, we have the input and output of map function.
Commonly, with text data, k1 is offset value of a data row, v1 is the content of a
data row.

o If k2, v2, k3, v3 are identified, we have the input, and output of reduce function.

The formal Representation may be rewritten only with k1, v1, k2, v2, k3, v3 as follows:
map : (k1,v1) — list(k2,v2) (1)
reduce : (k2,list(v2)) — list(k3,v3) (2)

Figure 2 illustrates the diagram of the MapReduce job execution and data conversion
from types (K1, V1) to types (K2, V2) and types (K2, V2) to types (K2, V3).
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F1GURE 2. Flowchart of MapReduce model [12].

2.2. The binary algorithm Otsu. Otsu is the name of a Japanese researcher [5] who
came up with the idea of calculating threshold automatically based on pixel value instead
of using fixed threshold.

e Step 1: Calculating Histogram of the input image:

L—1
n;
i = 3
p ;M*N (3)
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Where:
— n;: the number of pixels whole gray level is i.
— : L = 256.

—potpit..+pr1=1
e Step 2: With every threshold T, = k, (0 < k < L — 1) to divide the input image
into 2 classes Cy (a set of pixels whole gray level is smaller than k) and C5 (a set of
pixels whole gray level is bigger than k)
— Step 2.1: Calculating Py (k) and P»(k) corresponding is the ratio of the number
of pixels in the class C'; and C5 that compared with the total number of pixels:

Pik) =" @

Pt = 3 5)

i=k+1
— Step 2.2: Calculating my, mo that are the mean values of the classes C, Cs:
- 1 1
my(k) = 1P(—) = : 6
L—1 1 1
mo(k) = 1P(—) = : 7
0= 3 P = g (7)
— Step 2.3: Calculating opg is the variance of the two classes C; and Cj:
0,29:P1(m1—mg)2+132(m2—mg)2 (8)
O'% = P1P2(m1 - m2)2 (9)
Where:
* Mmq: mean value of the image:
L—1

me = ZZ = Oip; (10)

hay mg = Pimy + Pome
* my: the mean value to the threshold k:
k

e Step 3: According to Otsu, k* is calculated that the value of 0% (k*), the difference
between the two paragraphs (background color and character color), reaches the

maximum value:

0'%(]6*) = ma$0<:k<:L_10'%(k) (12)

Note: If having the biggest values % that they are equal, k* is the biggest value k
whole 0% is max.
e Step 4: Perform the image binarization according to threshold k*:

1 if
souts, ) = { 907k 13

gm(z,y) < kx
Where:
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— grm(x,y): value of input pixel
— gou(x,y): value of output pixel

3. Propose the binary algorithm MR _Fast_Otsu.

3.1. Analyze limitations of the binary algorithm Otsu. Although the Otsu algo-
rithm is very efficient in binary image, it still has limitations, for example: The execution
speed is very slow with large images. As presented in Section 2.2, the computation time
of this algorithm focuses mainly on the steps:

e Calculating Histogram: Browsing all the pixels to calculate the amount of each
grayscale.
e Calculating the quantities Py (k), Po(k), m1(k), ma(k) follow as the fomulas (6), (7),

(8), (9)

3.2. The algorithm MR _Fast_Otsu. In this section, the author presents an improve-
ment of the Otsu binary algorithm that is based on the MapReduce model and a quick so-
lution of the quantities P (k), Py(k), myi(k), ma(k), called MapReduce_Fast_Otsu (MFO).
The MFO algorithm still consists of 4 steps that are the same as the Otsu algorithm but
making improvements in steps 1 and 2 corresponding to the calculation of Histogram and
the quantities Py (k), P2(k), my(k), ma(k).

3.2.1. Calculating Histogram using the MapReduce model. In this section, the author pro-
poses algorithm MR_Hist (MapReduce Histogram) to fix the problem of time when cal-
culating the frequency of the Histogram level. Figure 3 is the diagram of the gray level
calculation algorithm MR _Hist:

According to the algorithm flowchart, the input image is first converted to a list of gray
levels of pixels suitable for MapReduce processing. Next, the system will divide the data
into input splits, each processed in parallel by MapTask (which does a 1 count for the
gray level value for the pixel being considered) to obtain the intermediate data. After
all input splits are processed by MapTask, the intermediate data will be sorted, mixed,
and grouped by gray level. Next, the grouped data will be processed by ReduceTask
to calculate the total number of occurrences corresponding to the gray level in k2. The
algorithm ends when all ReduceTasks are completed.

e Formal representation for procedures map_Hist and reduce_Hist Input: Each data
element is a gray level value g;; (of each pixel at the position of row i and column j).
Output: A couple: Gray level values and the corresponding frequency of occurrence
(g, count(g)). Then, we determine the pairs k1, v1 and k3, v3 as follows:

— k1 is null or offset, vl is g;;.

— k3 is the gray level value g, v3 is count(g). The Map function performs counting
1 for each gray level stored in v1 and so k2, v2 are inferred as follows:

— k2 is g5, v2 is 1 At that moment, it has the form representation of the Map and
Reduce procedures as follows:

map_Hist = (of fset, gij) — list(gi;, 1) (14)
reduce_Hist = (g,list(1)) — list(g, count(list(1))) (15)

e The procedure map_Hist Table 1 describes the algorithm of the procedure map_Hist.
The purpose of the map_Hist algorithm is to count 1 for the occurrence of the gray
level to be considered.

e The procedure reduce_Hist Table 2 describes the algorithm of the procedure re-
duce_Hist. The purpose of the algorithm reduce_Hist is to sum the numbers 1 which
grouped by each grayscale.
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FiGURE 3. The flowchart of the algorithm MR _Hist.

TABLE 1. The algorithm of function map_Hist.

Input: key k1 is the values offset or null, value v1 is gray level g;;
Output: IstK2V2 is list of couples (k2,v2): k2 is g;;, v2 is 1

Step 1: Assigning k2 = g;;

Step 2: Assigning v2 = 11

Step 3: Add the couple (k2,v2) into IstK2V2

Step 4: return 1stK2V2

3.2.2. Quick calculation of Coefficients Py(k), Py(k), my(k), ma(k). According to fomulas
(6) and (7) it could deduce as follows:

P;(0) = hist(0) (16)
Pi(k) = P (k— 1)+ hist(k),k >0 (17)
Py(k) = total Pizel — Py (k) (18)

Where, totalPixel is the total number of pixels in the input image.

Attention: If it’s considered:
k

my = Zipi (19)
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TABLE 2. The algorithm of function reduce_Hist.

Input: key is the value of gray level g, value is a list of values of 1 corresponding

to the number of occurrences of the gray level g

that is considered in the procedure map, it means list(1)

Output: A couple (k3,v3): k3 is the gray level g, v3 is the sum of the elements in list(1)

Step 1: Initializing the variable sum = 0
Step 2: Assigning k3 = g

Step 3: Foreach list(1)

Step 3.1: Increasing sum = sum + 1
Step 4: Assigning k3 = sum

-1
i=k+1
then: )
P—mP (mng—mzPl)
QZPP@_EQZPPWMQ 24719 21
Op 1 2(P1 Pz) 1 P PP, ) PP, (21)
It’s also deduced:
m1(0) = 0% hist(0) =0 (22)
my (k) = my(k — 1) + k * hist(k), withk > 0 (23)
mo(255) =0 (24)
mo(k) =my(k+ 1)+ (k+1) % hist(k+ 1),k < 255 (25)

With the above argument, it is easy to see that:

e P(k) can be calculated based on P;(k — 1) according to the fomula (16) or (18)
instead of having to recalculate the whole thing like the formula (6) and it should
save a lot of time.

e P,(k) can be calculated based on P, (k) according to the fomula (18) instead of having
to recalculate the whole thing like the formula (7) and it should save a lot of time.

e Similar to my(k), ma(k) can be calculated based on the fomulas (22-25) and it should
save a lot of time.

4. Experiment. The author tested the proposed binary algorithm MFO and compared
with binary algorithm Otsu.

Experimental data includes 3 types of images: Remote sensing (RS), Document (Doc)
and Landscape (LS) images. Due to the limitation of the paper, the author demonstrates
the experiment with different input image samples as shown in figure 4a, 4b, 4c and Table
3. In this experiment, i use the tool Spark to implement the algorithm MFO.

TABLE 3. Some representative samples and experiencing results.

width | height | Otsu Time | MFO Time | Otsu/MFO
7173 | 7202 13236 1395 9.49
4456 | 4465 5506 633 8.70
2479 | 3508 4722 209 9.28
2550 | 2300 4392 611 7.19
3264 | 2448 1205 527 2.29
2448 | 3264 2784 474 2.87
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FIGURE 4. lllustrating some image binary results with remote sensing images.

Averaging times of Otsu and MFO are 5307.5 691.5 correspondingly. And Otsu/MFO
time is 7.68.
Comments: From the above table is shown that:

The largest time difference between Otsu and MFO is 9.49.

The largest time difference between Otsu and MFO is 2.29.

In the most tests, the time difference between Otsu and MFO is about 6 times or
more.

The average time difference between Otsu and MFO is 7.68

The execution time of the algorithm MFO is much smaller than the original algorithm
Otsu.
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thi tredmg oo quan, hinh vi cis thinh vién 85 chic thi hinh quydt dinh, sdu cé
can gir ¢ho wng oic quydt dinh, hiak vi & 1 i paip b, xdim pham quyéa v
Vi ek B phip cia o

Ihmblnl.mhnnlldﬂ.nmumtmb:glg ke i mpy nhdn dugo gurdi
&m-@ytﬁlmmmm dinh hoke A hiak v e phig lide css
thid enetmg cor qpean thi himh quyis dinh. Binh vtk phap lult coa shish vids 16
clbvloe thi hinb quydi dink

Difm 30 Thilm quydn, crish ne, i tge giai quy & Khidu agi

Thilm quyén, irinh by, the ive geti quyéi khidw nai vé vide thi hanh qeyéi
dinh dirge thige kedn theo quy dinh o phap lui khido s

Db 11, Wi e v gidd quydt 6 cio v thi hamh quydt djsh cé higu bye

Mdmﬁﬂmdm\é“hmtmhquﬂ:dmhmm
hiin theo gay dish eita i budl 1 cha

Charomg VI
TOCHTC THUC HIES

Pifw 32 Sir dgng bide miu heing ddn kim thee
Uy ban nhim din cdp . clp Bavin v cic o quan b chire thi knh quyét
Adinh s dung cde bidu mdu tal pis lue Seoc ba kinh kém theo Cuyda dinh sy,

F1GURE 5. Illustrating some image binary results with document images.
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FIGURE 6. lllustrating some image binary results with landscape images.

5. Conclusions. In this paper, the author proposed an improvement of the Otsu binary
algorithm for large images. The proposed algorithm uses the MapReduce model and a
fast computation solution for the key components of the Otsu algorithm. The test results
on three different types of images showed an average increase of about 7.7 times the
execution speed compared to the original algorithm. In the next research, the author will
continue to study binary algorithms and image classification.
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