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Abstract. A novel network intrusion detection model by combining support vector ma-
chine (SVM) and Tent chaos artificial bee colony algorithm (TCABC) is proposed in
the paper. The proposed method, in which a multi-layer SVM classifier is adopted to
estimate whether the action is an attack, KPCA is applied as a preprocessor of SVM
to reduce the dimension of feature vectors, and TCABC is employed to optimize kernel
parameters σ, tube size ε and punishment factor C of SVM. The experimental results
demonstrate that the improved intrusion detection model has higher detection accuracy
and faster computational time, and it can also shorten the training time.
Keywords: Network intrusion detection, Support vector machine, Kernel principal com-
ponent analysis, Tent chaos search, Artificial bee colony algorithm

1. Introduction. With the development of computer and communication technologies,
network security has been a challenge for both the researchers and enterprises. Intrusion
detection system (IDS) is one of the key methods to protect network security [1]. Re-
searches always want to find an intrusion detection technology with less computational
time and better detection accuracy.

Network intrusion detection can be seen as a classification problem, to distinguish
between the normal activities and the malicious activities. Therefore, various machine
learning methods are developed to build the intrusion detection model had got better per-
formance than the traditional intrusion detection technologies, such as neural network [2],
K-nearest neighbor [3], rough set theory [4] and support vector machine (SVM) [5, 6]. A-
mong the methods mentioned above, SVM is an effective one, which is a well-known
classifier tool based on small sample learning. SVM has manifested its robustness and ef-
ficiency in the network action classification, it therefore becomes a popular method widely
used in IDS [7].

To get better performance of intrusion detection, we propose a novel approach for
network intrusion detection. In the proposed method, use kernel principal component
analysis (KPCA) maps the high dimension features in the input space to a new lower
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dimension eigenspace and extracts the principal features of the normalized data, and
employ multi-layer SVM classifier to estimate whether the action is an attack. Tent chaos
artificial bee colony algorithm (TCABC) is proposed to optimize the parameters of SVM.
The remainder of this paper is organized as follows. The SVM classification model is

described in Section 2. In Section 3, how to use the proposed SVM model for intrusion
detection is illustrated in detail. The experimental results and discussions are presented
in Section 4. Section 5 lists the conclusions and potential future work.

2. Related Work & Contributions.

2.1. Kernel principal component analysis. Principal component analysis (PCA) is
a common method applied to dimensionality reduction and feature extraction [8]. PCA
method only can extract the linear structure information in the data set but can not ex-
tract this nonlinear structure information. Kernel principal component analysis (KPCA)
is an improved PCA, which extracts the principal components by adopting a nonlinear
kernel method [9]. A key insight behind KPCA is to transform the input data into a
high dimensional feature space F in which PCA is carried out, and in implementation,
the implicit feature vector in F does not need to be computed explicitly, while it is just
done by computing the inner product of two vectors in F with a kernel function. Let
x1, x2, · · · , xn ∈ Rm be the training samples for KPCA [6]. The ith KPCA-transformed
feature can be obtained by (1).

ti =
1√
λi

γT
i [k(x1, xnew), k(x2, xnew), · · · , k(xn, xnew)]

T , i = 1, 2, · · · , p (1)

Here, Column vector γi(i = 1, 2, · · · , p; 0 < p ≤ n) is the orthonormal eigenvectors to
the p largest positive eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λp, xnew is a new column vector sample,
k(xi, xj) is the calculation of the inner product of two vectors in the hyper-dimensional
feature space F with a kernel function. By using Eq. (1), the KPCA-transformed feature
vector of a new sample vector can be obtained.

2.2. SVM classification model. After feature extraction using KPCA, the training
data points can be expressed as (t1, y1), (t2, y2), · · · , (tp, yp), ti ∈ Rn (n < m) is the trans-
formed input vector, yi ∈ {−1,+1} is the target value. In the ε−SVM classification [10],
the goal is to find a function f(t) that has at most deviation from the actually obtained
targets yi for all the training data, and at the same time, is as flat as possible [6]. The
decision function takes the following form:

f(t) =

p∑
i=1

(αi − α∗
i )K(ti, tj) + b (2)

where K(ti, tj) is a kernel function, b is found by the Karush-Kuhn-Tucker conditions at
optimality, αi and α∗

i are the Lagrange multiplier coefficients for the ith training example
of regression, and obtained by solving the dual optimization problem in support vector
learning [10], the non-negative coefficients αi and α∗

i are bounded by a user-specified
constant C. In the SVM, there are some common kernels, and any of those can be chosen
to achieve the boundary function. In addition, SVM constructed by radial basis kernel
function has excellent nonlinear classification ability. In this paper, radial basis kernel
function (RBF) used in the SVM classification method is as follows:

K(ti, tj) = exp(
−∥ti − tj∥2

σ2
), σ ∈ R (3)
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Consequently, C and σ are user-determined parameters, the selection of the parameters
plays an important role in the performance of SVM model. Several disciplined approaches
can be used to obtain the optimal parameters for SVM model, out of which, evolutionary
method such as genetic algorithm, simulated annealing algorithm and PSO algorithm. In
this paper, employed is the TCABC algorithm.

2.3. Tent Chaos Artificial Bee Colony Algorithm.

2.3.1. Artificial Bee Colony Algorithm. ABC algorithm was applied to multidimensional
and multimodal function optimization in [11]. The swarm is divided into employed bees,
scouts and onlookers. In the initialization phase, the algorithm generates a group of food
sources corresponding to the solutions in the search space. The food sources are produced
randomly within the range of the boundaries of the variables.

xi,j = xmin
j +R(xmax

j − xmin
j ) (4)

where i = 1, 2, · · · , SN , j = 1, 2, · · · , D. SN is the number of food sources and equals
to half of the colony size. D is the dimension of the problem, representing the number
of parameters to be optimized. xmin

j and xmax
j are lower and upper bounds of the jth

parameter, respectively. The fitness of food sources will be evaluated. Additionally,
counters which store the numbers of trials of each bee are set to 0 in this phase. In the
employed bees phase, a number of employed bees, set as the number of the food sources
and half the colony size, are used to find new food sources using (5)

vi,j = xi,j + Φi,j(xi,j − xk,j) (5)

where i = 1, 2, · · · , SN , j and is a randomly selected number in [1, D], D is the number
of dimensions. Φi,j is a random number uniformly distributed in the range[−1, 1]. k is
the index of a randomly chosen solution, where k ̸= i. Both Vi and Xi are then compared
against each other and the employed bee exploits the better food source.

Onlooker bees choose a random food source according to probability Pi(t) =
fiti(t)∑SN

n=1 fitn(t)
,

fiti(t) is the fitness of the ith food source. Then, each onlooker bee tries to find a better
food source around the selected one using (4). If a food source cannot be improved for
a predetermined number of cycles, referred to as Limit, this food source is abandoned.
The employed bee that was exploiting this food source becomes a scout that looks for a
new food source by randomly searching the problem domain.

2.3.2. Tent Chaos Map. Similar to other evolutionary algorithms, artificial bee colony
still has the premature convergence problem. Therefore, chaotic search strategy has been
applied in the ABC algorithm to improve the ability to search global optimal solution [12].
Howeverthe Tent-map shows outstanding advantages and higher iterative speed than the
Logistic map [13, 14]. So the Tent-map is used in chaos optimization to generate the
chaotic series in this study. Consider the equation of Tent-map:

cxt+1 =

{
2cxt, 0 ≤ cxt ≤ 1/2,
2(1− cxt), 1/2 ≤ cxt ≤ 1.

(6)

where cxt /∈ {0.2, 0.4, 0.6, 0.8}.

2.3.3. Chaotic Opposition-based Learning Initialization. Population initialization is a cru-
cial task in evolutionary algorithms because it can affect the convergence speed and the
quality of the final solution. At the same time, according to [14], replacing the random
initialization with the opposition-based population initialization can get better initial so-
lutions and accelerate convergence speed. So this paper proposes a novel initialization
approach which employs the Tent chaotic map and the opposition-based learning method
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to generate initial population. The chaotic opposition-based learning population initial-
ization is described as follows:
Step 1: Set the maximum number of chaotic iteration Cmax, the population scale .
Step 2: Randomly generate initialize variables cx0,j ∈ (0, 1) except 0.2, 0.4, 0.6, and 0.8,

and calculate chaotic variables cxk,j(k = 1, 2, · · · , Cmax, j = 1, 2, · · · , D) for next iteration
using (6).
Step 3: Generate the initialization solution xi,j using xi,j = xmin

j + cxk,j × (xmax
j − xmin

j ),
i = 1, 2, · · · , SN , j = 1, 2, · · · , D,k = 1, 2, · · · , Cmax.
Step 4: Calculate the opposition solution oxi,j using oxi,j = xmin

j + xmax
j − xi,j.

Step 5: Selecting SN fittest individuals from set the {x}SNi=1 ∪ {ox}SNi=1 as initial popu-
lation.

2.3.4. Tent Chaotic Search. The effect of chaotic local search is aimed to utilize the Tent
map to explore a better solution near the . Tent chaotic local search of the TCABC
algorithm increases the ability to avoid local optima, and reduces the computation time.
The detail procedure of chaotic local search is described as follows:
Step 1: Find the best solution named Xbest = (xk,1, · · · , xk,D), and calculate the fitness

of Xbest.
Step 2: Set the iteration count = 0 and generate the initial chaotic vector distribute in

(0, 1) using (7).

z0k,j = (xk,j − xmin
j )/(xmax

j − xmin
j ); k = 1, 2, · · · , SN ; j = 1, 2, · · · , D (7)

Step 3: Calculate chaotic variables zmk,j(m = 1, 2, · · · , Cmax) for next iteration using (6).
Step 4: Convert the chaotic variables zmk,j to the decision variables and generate new

solution using (8).

vk,j = xk,j +
xmax
j − xmin

j

2
× (2zmk,j − 1) (8)

Step 5: Calculate the fitness of Vk and compare it to the Xbest, if the fitness of Vk is
better than the fitness of Xbest, the solution should be selected as the new Xbest.
Step 6: count = count+ 1 , if the maximum iteration cycle is not reached yet, then go

to step 2. Otherwise, chaotic search is completed.

2.3.5. Tournament Selection. The proportional selection in ABC algorithm requires the
fitness function greater than zero. However, tournament selection [15] is different, its
a selection process based on local competition which only refers to the relative value of
individuals. In this paper, we select two individuals from the population and compare their
fitness values, then assign one score to a better individual of the two, repeat such process
and then the individual with the highest values wins the heaviest weight. Tournament
selection probability is as follow:

Pi(t) =
ci(t)∑N
i=1 ci(t)

(9)

where ci is the score of an individual.

2.4. Optimizing the parameters of SVM model with TCABC. By means of the
TCABC algorithm, the three major parameters C, σ and ε of SVM model, can be opti-
mized, which a potential solution is comprised of a vector (C, σ, ε), D = 3. The parameter
optimality is measured by means of fitness functions that are defined in relation to the con-
sidered optimization problem. In the training and testing process of SVM, the objective is
to improve the generalization performance of the prediction model, namely, minimize the
errors between the true values and forecasting values of the testing samples. Therefore,
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put the three parameters values into the SVM model and calculate the forecasting error.
Therefore, the fitness function (MSE) can be defined as follows.

Fitness =
1

n

n∑
i=1

√√√√ 1

m

m∑
j=1

(f(xij)− yij)2 (10)

where n is the number of folds for cross validation, m is the number of each subset as
validation, yij and f(xij) represent the actual value and the forecast value of validation
samples, respectively.

The objective is to minimize the fitness, so the bee with the minimal fitness value will
outperform others and should be reserved during the optimization process. Accordingly,
the optimal parameters can be selected. The detail procedure of the TCABC algorithm
for the parameters selection of SVM model (KPCA-TCABC-SVM) can be described as
follows:

Step 1: Initial the food sources and computation conditions include population of bee
colony N , number of employed bees SN = (N/2) , upper and lower boundaries of every
decision variable, the maximum iteration Gmax, Limit and chaotic local search iteration
number Cmax, the number of parameters D is set as 3 in this study.

Step 2: Set iteration iter = 0, generate the SN vectors Xi with D dimensions as food
sources according to chaotic opposition-based learning initialization method.

Step3Sent SN employed bees to food sources. Initialize the flag vector trial(i) = 0,
which is recorded the cycle number of a food source.

Step 4: Produce new solutions Vi using employed bees by (5), and calculate the fitness
value using (10).

Step 5: If the fitness value of Vi is better than that of Xi, then Xi = Vi ,trial(i) = 0;
Else Xi is maintained, trial(i) = trial(i) + 1.

Step 6: Calculate the probability values Pi of food sources by (9) applying tournament
selection.

Step 7: Onlooker bees choose the food sources by probabilities Pi until all of them have
a corresponding food source, and produce new solutions Vi . Calculate the fitness value
using (10).

Step 8: If the fitness value of Vi is better than that of Xi, then Xi = Vi ,trial(i) = 0;
Else Xi is maintained, trial(i) = trial(i) + 1.

Step 9: If trial(i) > Limit, there is an abandoned solution for the scout then replace it
with a new food source Vi, which will be reinitialized by carrying out Tent chaotic search.

Step 10: Memorize the best solution found so far.
Step 11: Update iter = iter + 1. If the maximum iteration cycle is not reached yet,

then go to step 4.
Step 12 Obtain the optimal parameters C, σ and ε of SVM model.

3. Proposed SVM Model for Intrusion Detection.

3.1. Intrusion detection types and normalized. This paper takes the KDD CUP99
as the datasets of the experiments [16]. The datasets can be divided into five categories
which are normal, denial of service (DoS), unauthorized access from a remote machine
(Remote to Local, R2L), unauthorized access to local supervisor privileges (User to Root,
U2R) and Probe. Each network record contains 41 attributes, of which 34 are continuous
attributes and 7 are discrete ones. Before the experiments, we need to deal with the
discrete attributes by counting the frequency of their values and converting them to
numerical attributes, and transformed all attributes into the normalized format.



200 F.J. Kuang, S.Y. Zhang

 

!"#$ %"!
 &'( )*+,-'. 

 

/012 

3+*4&5 
67&78 

9'7*:6-+' 
67&78 

;2 

<2 

/01=

;2

<2
!"#

%"! &'( )*+,-'. /01> 

;2 

<2 

%"! 

)*+,-'. 

/01" 

?+/ 

;2 

<2 

Figure 1. The scheme of intrusion detection based on improved SVM and TCABC

3.2. Intrusion detection base on proposed SVM model. Multi-SVM classifiers are
applied to intrusion detection because of multi-types existing in network. One-against-
one, One-against-all and Binary tree are the popular methods in SVM multi-class classi-
fication [6]. Based on the characteristics of different intrusion detection types, four SVM
classifiers are developed to identify the five states: normal state (Nc) and the four intru-
sion state (DoS, R2L, U2R, and Probing). With all the training samples of the five states,
SVM1 is trained to separate the normal state from the intrusion state. When input of
SVM1 is a sample representing the normal state, output of SVM1 is set to +1; otherwise
-1. SVM2 is trained to separate the DoS from the other intrusion states. When the input
of SVM2 is a sample representing DoS, the output of SVM2 is set to +1; otherwise -1.
SVM3 is trained to separate R2L from U2R and Probing. When the input of SVM3 is
a sample representing the R2L, the output of SVM3 is set to +1; otherwise -1. SVM4 is
trained to separate Probing from U2R. When the input of SVM4 is a sample represent-
ing Probing, the output of SVM4 is set to +1; otherwise -1. Thus, the multilayer SVM
classifier is obtained. The basic principle of intrusion detection model based on improved
SVM classifiers and TCABC is shown in figure 2.
All the four SVMs adopt the RBF function as their kernel function, the parameters C,

σ and ε are optimized with TCABC. The adjusted parameters with maximal classification
accuracy are selected as the most appropriate parameters. Then, the optimal parameters
are utilized to train the SVM classifiers.

3.3. Proposed intrusion detection model implementation. Intrusion detection be-
longs to classification problems in essence, it discriminates abnormal data from anomaly
data, and intrusion data is of a high dimension and contains many noise attributes. There-
fore, TCABC is used to extract the principal components, SVM classifiers are applied to
intrusion detection. The proposed hybrid approach is composed of three stages: In the
first stage, the principal components are achieved based on TCABC theory, which find an
optimal subset of all attributes and delete irrelevant and redundant attributes that have
no any classification ability. In this paper, we chose p eigenvectors by trial and error,
which corresponded to the first p biggest eigenvalues, to form the sub-eigenspace, satis-

fying
p∑

i=1

λi

/
n∑

i=1

λi ≥ 90%.The second stage is to use this attribute subset as the training

dataset and testing dataset of SVM to perform the classification, and RBF kernels are also
adopted for KPCA and SVM, TCABC method is used to select the optimal parameter of
SVM. In the third stage, the optimal parameters are fed to SVM for classification. The
flowchart of KPCA-TCABC-SVM classification model for intrusion detection is shown in
figure 2.
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Figure 2. The flowchart of the proposed model for intrusion detection

4. Experimental Results and Discussions.

4.1. Experimental description. There are some performance indicators for the in-
trusion detection system as follows: TP , FP , TN and FN , where TP represents the
abnormal behavior is correctly forecasted, FP represents the normal behavior is wrongly
judged as abnormal, FN represents the abnormal behavior is wrongly thought as normal,
and TN represents the normal behavior is correctly detected [6]. Detection Rate is count-
ed by DR = TP/(TP + FP ), False Alarm Rate is counted by FAR = FP/(FP + TN),
Correlation Coefficient is counted by cc = TP×TN−FP×FN√

(TP+FN)(TP+FP )(TN+FP )(TN+FN)
.

Where DR denotes the detection rate and FAR denotes the false alarm rate. They are
important to evaluate the performance of the intrusion detection system. In addition, we
consider another indicator cc, which denotes the correlation between the forecast result
and the actual situation. It ranges from −1 to 1, where 1 represents the forecast result is
fully consistent with the actual situation and 0 is on behalf of a random prediction.

In this paper, the detection rate, false alarm rate and correlation coefficient are used as
the evaluation indicators for KPCA-TCABC-SVM. The purpose of KPCA-TCABC-SVM
is not only to enhance the intrusion detection rate and reduce false alarm rate, but also
to reduce the training and testing time as much as possible. So the training and testing
time are adopted as well. The experiments are processed within a MATLAB R2013b
environment, which is running on a PC powered by Interl(R) Core(TM) i7-6700k 4.0
GHz CPU and 8.0 GB RAM.

4.2. Experiments of KPCA-TCABC-SVM. In this section, we selected samples from
the subset of KDD to form the training and testing set. There were five data sets in Table
1.

The following experiments were done to verify the effectiveness of KPCA-TCABC-
SVM. In this section, firstly, the subset we obtained in table 1 was randomly divided
into two subsets, each subset contains both the data of normal and abnormal class, one
was as the training set, and the other was as the test set. Secondly, randomly select
10 datasets from the training subset, named from F1 to F10, as the training set, and
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Table 1. Five training and testing sets

No.
Training set Training set

Normal(%) Abnormal(%) Total Normal(%) Abnormal(%) Total

D1 83.5 16.5 12560 72.5 17.5 11040
D2 90.5 9.5 11050 35.0 65.0 11428
D3 55.3 44.7 9040 57.9 42.1 13818
D4 93.9 6.1 10640 85.8 14.2 11650
D5 76.5 23.5 6540 64.9 35.1 12318

any two training sample sets did not intersect. Thirdly, from the test subset, select the
normal and attack records with the same number to form the test set. Now, we evaluated
KPCA-TCABC-SVM by comparing it with KPCA-ICPSO-SVM [6], KPCA-GA-SVM,
PCA-PSO-SVM and Single-SVM, on the detection rate (DR), false alarm rate (FAR),
correlation coefficient (cc), and training time (TrD) and testing time (TeD). We employed
four SVMs for the 5-class classification problem including Section 3.2, and partitioned the
data into the two classes of Normal and Rest (DoS, R2L, U2R, Probe) patterns, where
the rest was the collection of four classes of attack instances in the dataset. The objective
was to separate normal and attack patterns. Repeat this process for all classes.
In the proposed KPCA-TCABC-SVM model, RBF kernels were used for KPCA and

RBF kernels were also adopted for SVM, TCABC method was used to select the op-
timal parameter of SVM and KPCA. KPCA was applied to feature extraction, this
method aimed to map the high dimensional original input data to a lower dimension-
al eigensapce, which held the principal features and abandoned the subordinate and
noise data. In the proposed KPCA-TCABC-SVM model, by many experiments, the
parameters of the models were chosen as follows: swarm size: 50 , maximal iteration:
200,Cmax = 300, Limit = 100 . Through 50 simulation experiments, the parameters
(C,σ,ε) = (2245.2517, 1.0246, 0.00013) of SVM were obtained. The experiment results
among different algorithms were listed in Table 2.
As shown in Table 2, we could see that the learning stabilities of KPCA-TCABC-

SVM were better than the other four algorithms. Compared to PCA-PSO-SVM, KPCA-
ICPSO-SVM was more effective in detecting, because DR and cc of KPCA-ICPSO-SVM
were higher than PSO-SVM. We could also see that Single-SVM needs longer training
time, because it had to do cross-judging and more training, and the training time of
KPCA-GA-SVM and PSO-SVM was in the acceptable range. Table 2 shows that the
classification accuracies of the proposed KPCA-TCABC-SVM model are superior to those
of SVM classifiers whose parameters are randomly selected, and SVM classifier by feature
extraction using KPCA can achieve better generalization performance than that without
feature extraction. The reason lies in the fact that KPCA can explore higher order
information of the original inputs. It was apparent that KPCA-TCABC-SVM needed
less testing time than the other four algorithms. The above results showed that RBF and
TCABC algorithms played some role in saving the training and testing time. Compared
other four algorithms, KPCA-TCABC-SVM had more excellent detection performance,
and also saved a lot of training and testing time.

5. Conclusions. In this paper, a novel network intrusion detection model by combining
support vector machine (SVM) and Tent chaos artificial bee colony algorithm (TCABC) is
proposed. In the KPCA-TCABC-SVM model, KPCA is adopted to extract the principal
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Table 2. Experiment results among different algorithms

Methods

Dataset
F1 F2 F3 F4 F5 F6 F7 F8 F9 F10

KPCA-TCABC-SVM DR(%) 95.818 96.714 96.286 96.003 97.138 96.969 97.243 96.884 96.201 97.125

FAR(%) 0.974 0.883 0.969 0.973 1.002 0.846 0.986 0.854 1.025 0.851

cc 0.965 0.970 0.968 0.962 0.973 0.975 0.968 0.976 0.967 0.981

TrD(s) 0.627 1.421 1.150 1.001 0.384 0.421 0.921 0.657 0.453 0.623

TeD(s) 1.781 5.513 3.012 2.447 1.016 1.013 0.921 1.394 1.246 1.015

KPCA-ICPSO-SVM DR(%) 95.036 95.987 95.732 95.021 96.698 96.523 96.357 96.174 95.368 96.372

FAR(%) 1.012 1.006 0.925 1.015 1.001 0.948 0.992 1.005 0.964 0.978

cc 0.962 0.969 0.964 0.952 0.963 0.978 0.958 0.967 0.958 0.976

TrD(s) 0.738 1.629 1.292 1.106 0.454 0.563 0.993 0.623 0.682 0.697

TeD(s) 1.961 5.329 3.008 2.163 1.012 1.139 1.078 1.034 1.236 1.224

KPCA-GA-SVM DR(%) 92.065 93.033 92.617 93.936 94.017 95.175 93.828 92.093 90.615 93.092

FAR(%) 4.25 4.2 4.3 4.475 4.2 4.9 4.15 4.15 4.425 4.452

CC 0.814 0.831 0.826 0.818 0.839 0.848 0.838 0.84 0.767 0.869

TrD(s) 2.078 6.781 5.797 3.156 8.609 13.812 8.156 10.485 1.094 6.678

TeD(s) 6.218 13.641 11.719 9.266 16.938 21.328 15.532 18.969 4.656 18.254

PCA-PSO-SVM DR(%) 88.826 87.353 89.287 83.769 86.422 87.559 90.642 85.042 89.907 88.356

FAR(%) 3.398 4.226 4.642 4.917 3.879 4.006 4.101 3.983 4.285 4.129

CC 0.878 0.897 0.885 0.842 0.859 0.864 0.892 0.835 0.872 0.868

TrD(s) 7.225 11.984 14.902 6.732 9.028 14.252 15.671 26.012 1.219 13.893

TeD(s) 14.865 13.381 15.334 14.082 13.872 32.372 29.637 29.034 6.336 22.345

Single-SVM DR(%) 86.752 77.139 76.571 81.302 75.095 79.637 76.95 75.007 78.615 80.765

FAR(%) 10.95 6.275 5.875 5.8 6.3 6.475 5.625 3.125 4.425 6.8

CC 0.754 0.729 0.73 0.771 0.712 0.748 0.737 0.724 0.767 0.762

TrD(s) 3.844 18.86 17.093 15.625 22.672 28.14 18.047 33.094 1.016 16.251

TeD(s) 14.813 26.656 23.922 20.562 42.094 43.813 35.047 47.969 5.64 32.682

features of the intrusion detection data, and multi-layer SVM classifier is employed to
estimate whether the action is an attack. TCABC is used to select suitable parameters
for SVM classifier. The experimental results show that the proposed method has more
excellent detection performance for intrusion detection, and also saves a lot of training
and testing time.

For future work, we will focus on how to improve the detection rate on predicting
attacks, especially the attacks of U2R and R2L. And research some other optimization
algorithm for SVM parameters optimization.
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