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ABSTRACT. Support vector regression (SVR) algorithm is widely used in chaotic time
series prediction because of its good model sparse performance, but at present, most of
the research work on SVR algorithm is focused on construction of mononuclear functions
and optimization of parameters, however, in practical application, due to the complicated
laws of wvarious data, it is difficult to use a single kernel function to reflect the laws
that have both steep and gentle changes. In addition, only limited measured data can
be obtained in practice, it is difficult to use a single support vector regression to accu-
rately establish a model with complex change patterns under a small number of measured
data samples. In this paper, a hybrid kernel function based on linear weighting of mul-
tiple kernel functions is proposed to construct the multi-kernel support vector regression
algorithm, and the parameters are optimized by the joint parameters are optimized by
multi-scale escape particle swarm. FExperimental results show that the proposed method
improves the accuracy of chaotic prediction and has good generalization ability.

Keywords:Chaotic time series; Multi-kernel support vector machine; Multi-scale es-
caping particle swarm

1. Introduction. Chaos is a random movement in a deterministic system. The discrete
situation of chaos is usually expressed as chaotic time series, chaotic time series is a time
series which is based on chaotic model and has chaotic characteristics, chaotic time series
contains rich dynamics information of chaotic system, how to find the dynamical charac-
teristics of the chaotic system generated by the finite chaotic time series observations is
a subject that scholars have been paying close attention to in time series analysis [1,2].
Support vector regression is a machine learning algorithm proposed by the scholar Vapnik
on the basis of statistical learning theory, It uses two-time programming algorithms to
solve, also known as quadratic programming support vector regression (QPSVR) [3,4], It
solves the shortcoming of traditional learning theory such as neural network and is widely
used in various functions and series prediction. The scholar Smola then propose a lin-
ear programming support vector regression (LPSVR) with linear programming algorithm
[5,6], the research results show that LPSVR has better model sparsity than QPSVR and
can use more general kernel functions. The above analysis shows that the SVR algorithm
has been widely used in the prediction of chaotic sequences, however, the current research
work on SVR algorithm mainly focuses on the construction of single kernel function and
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optimization of parameters. For the relatively complex distribution of data, the perfor-
mance of the single kernel support vector regression algorithm has a great relationship
with the kernel function and its corresponding parameter selection, the general Cross-
validation method for determining parameters is time-consuming and arbitrary, so the
number of predictive precision and support vectors is very susceptible. In practical ap-
plications, because of the complexity of the hidden laws of various data, it is difficult to
use a single kernel function to reflect the law with both steep and gentle changes.

In addition, only limited measured data are usually obtained in practice, it is difficult to
use single support vector regression to accurately establish a model with complex variation
under a small number of measured data samples. Therefore, the problem of how to model
accurately need to solve when only a small number of actual data samples in practical
application [7].

In recent years, multi-kernel learning is a hotspot in the field of nuclear machine learn-
ing. It is a very flexible type in the current nuclear learning model. It has been proved
that the multi-kernel substitution of single kernel can enhance the performance of decision
function, and can obtain better performance than single core model or single core ma-
chine combination model. The hybrid kernel obtained through multi kernel learning can
be more fully expressed in the feature space, and can reduce the number of support vectors
and improve the prediction accuracy. It has been widely used in classification [8], regres-
sion [9], clustering [10], dimensionality reduction [11]. and it has excellent performance
in image classification [12], pose estimation [13], visual tracking [14], face recognition [15]
and so on. Literature 8-15 reviews the progress in the research of multi-core methods.
Support vector regression algorithm can get functions from data learning and show better
performance than other methods. In order to solve the problem of accurate modeling
of complex laws, it is necessary to use linear weighting of multiple kernel functions to
form a mixed kernel function to construct multi kernel support vector regression (SVR)
algorithm.

2. Multi-scale kernel method. The most classical method of constructing multi-core
learning is to combine multiple admissible nuclei into linear convex combinations, it can
be expressed as

Ko ay) =) Bk, ;) (1)

Where £, > 0; 1=1,..M; ¥ 8, =1

This method was first used by Pavlidis for the classification of genetic functions of
heterogeneous data, due to the different characteristics of genetic data from heteroge-
neous sources, different nuclear matrix integration is needed to evaluate the contribution
of different heterogeneous characteristics, this kind of multi-kernel method is by the lin-
ear weighted combination of multiple kernel functions. The framework of the proposed
method is illustrated in figure.1.

As is shown in Fig.1, the multi-kernel learning method is similar to a neural network,
and output is composed of linear combinations of several nodes in the middle, the decision
function of multi-core learning is similar to a neural network with a higher level than the
support vector machine, whose output is a linear combination of the output of the kernel
function in the middle.

The training methods of multi-kernel learning are mainly divided into two kinds:

(1) One-step learning method. The method is to train and study the whole of the weight
of kernel function and the sample weight of synthetic learning machine, which is divided
into serial training learning method and parallel training learning method. In the serial
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FI1GURE 1. Schematic diagram of multi-core method for linear weighted synthesis

training learning method, the weight of kernel function is determined firstly, and then
the parameters are obtained by using the kernel learning machine of the weighted kernel
function; In parallel training learning methods, both of these parameters are trained at
the same time.

(2) Two step learning method, also called iterative methods. In each iteration, the first
fixed the parameters of the basic nuclear learning machine and then updated the weights
of the synthesized nuclei, finally fixed the weights of the synthesized cores and updated
the parameters of the basic nuclear learning machine with the basic training algorithm.

The intelligent optimization problem of multi-kernel learning method is to find some
intelligent algorithms which are more mature and have good performance. First, set up an
objective function and then find the extremum of the function, finding the extremum of a
function is actually the process of synthesizing a kernel function, for example, the kernel
function of polynomial and radial basis kernel can be selected as the kernel function of
support vector machine, and support vector machine (SVM) is used for prediction. The
order of the polynomial kernel, the scaling parameters of the radial base nucleus, the SVM
adjusting parameters and the two weighting parameters of the synthesized kernel are used
to form the parameter vectors as the particles, the parameters of the synthesized kernel
are optimized by particle swarm algorithm, and the optimal prediction result is finally
found.

3. The joint parameter optimization algorithm based on multi-scale escape
particle swarm. Particle swarm optimization (PSO) was first proposed by Eberhart and
Dr Kennedy in 1995, The basic idea comes from their early discovery of the simulation and
modeling of the group behavior of birds, using social behavior instead of natural selection
mechanism of evolutionary algorithm, and realizing the optimal solution search by mutual
cooperation among populations [16-18]. Because the PSO algorithm is relatively simple,
requires less parameters and can effectively solve the complex optimization tasks, it has
good performance in pattern recognition, multi-objective function optimization, neural
network weights training and image processing. However, as a new swarm intelligence
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algorithm, PSO algorithm still has two difficult problems, such as slow convergence rate
and premature (falling into local optimal point) [19-20]. Therefore, in order to prevent
the PSO algorithm from falling into the local optimal solution, the researcher improves
the global solution search ability by improving the population diversity. In the literature
[21], the random multigenerational initialization of the population is proposed to solve
the aggregation and conflict between particles to enhance the diversity of the population.
Literature [22] improved the diversity of population and enhanced algorithm searching
ability by introducing small probability random mutation mechanism. But due to the
mutation rate is not easy to control, an excessive mutation rate, while increasing the
diversity of the population, will also lead to mass chaos, this will delay the precise local
search and delay the convergence rate of the algorithm.

Accordingly, a multi variant escape particle swarm optimization algorithm is applied in
this chapter [23], the escaping ability of the algorithm includes uniform mutation operator
and Gaussian mutation operator with different scale variance. Algorithm which USES the
uniform mutation operator can guarantee whenever it has ability to escape local optimal
solution, so as to enlarge the search of solution space, especially at the beginning of the
algorithm, the mutation can make the algorithm has strong ability to space exploration;
In order to make up for the deficiency of the uniform mutation operator cannot do local
detailed search,, the Gaussian mutation operator with different scales is adopted, the
operator can help the algorithm to conduct a distributed search in the search space, at
the same time, the variation scale decreases with the increase of the adaptability, which
can improve the accuracy of the optimal solution while guaranteeing the escaping ability,
and ensure the convergence performance of the algorithm, especially in the later stage of
the algorithm, which has strong local mining ability.

The algorithm is described as follows:

Setting the number of particles n, the number of Gaussian mutation operator scale is
M, first sets the initial variance of multi-scale Gaussian mutation operator:

0 0 0),
o = (60 o ..o (2)

At the beginning, the Gaussian variance is generally set to the range of the optimal
variable, with the increase of the number of iterations, the variance of the multi-scale
Gaussian mutation operator is adjusted. the specific adjustment method is as follows:
firstly, according to the size of the adaptive value, the particles in the population are
sorted from small to large, and then combine it to form M subgroup, the number of
particles per subgroup is P = N/M, K is the current iteration number, the fitness of each
subgroup is calculated:

p
FitX{P) = " Fit(z}")/p m=1,2...,M (3)
=1

Each subgroup obtains different mutation abilities according to the different adaptive
values, therefore, the standard deviation of the first m mutation operator is adjusted
according to the variation of the adaptive value of the first m subgroup of the current
iteration number k:

M x Fit X — M pitx (¥
Fit X pmaz — Fit Xpmin

o) = o Deap(

) (4)
Fit Xpmae = maz(FitX® | Fitx(F | . Fitx ) (5)

Fit Xpin = min(FitX® | Fitx(® . Fitx ) (6)
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Due to the evolution of standard deviation of Gauss mutation operator is a recursive
process, the Gaussian mutation operator in the back may be very large, therefore, the
standard deviation of the Gaussian mutation operator is as follows: if agk) > W/4,

o = |5 — o) g

W is the width of the variable space to be optimized, reuse the upper form until O'Z-(k) <W/4
is satisfied.

4. Optimization of chaotic prediction with multi-kernel support vector ma-
chine , multi-scale escape PSO and Joint parameter. If a time series with chaotic
characteristics is considered to be produced by a nonlinear dynamical system, phase space
reconstruction is the method of restoring and characterizing the original nonlinear dynam-
ical system with this time series. Its basic idea is that the evolution of any component
in the system is determined by the other components interacting with it. Therefore, the
information of these relevant components is hidden in the development of any compo-
nent. So in order to reconstruct an equivalent state space, just to look at one component,
and the measurement of it at certain fixed time delay points is used as a new dimen-
sion, they determine a point in a multidimensional state space. Suppose that the time
sequence of a single component produced by a chaotic system is z(1),z(2),...,x(n), so
according to the Takens embedding theorem, By determining the appropriate time de-
lay interval 7, and embedding dimension m, the chaotic time series is reconstructed to
X(n)=zn),z(n+7),....,x(n+ (m—1)7).

it is not difficult to find that the advantages and disadvantages of phase space recon-
struction depend on the time delay interval and the quality of embedding dimension.

It is known from the above analysis, for SVM algorithm, the linear weighted weight, the
penalty parameter and the parameters of gaussian kernel have great influence on the pre-
diction performance. Moreover, there is a certain correlation between these parameters,
which can not be optimized separately. For the time series prediction algorithm based on
phase space, the time delay interval and the embedding dimension have great influence
on the prediction result. However, the general method of chaotic time prediction based
on phase space SVM usually separates the parameters of phase space reconstruction from
the parameters of SVM algorithm to Optimize, this will not ensure that the parameters
are optimal at the same time. In order to obtain the optimal chaotic time series prediction
results, we need to combine the above parameters to make it optimal at the same time.

In order to optimize the above parameters at the same time, these variables need to
be coded first. The real-coded method is used here. The particle expression of PSO
algorithm is as follows:

time Embedding Yileight kernel Penalty
interval dimensian wector parametar parameters

FIGURE 2. encoding of particles

Determination of individual fitness
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Due to the goal of the final search based on Multiscale escape PSO is to get the optimal
joint vectors, improve the accuracy of the chaotic time prediction of SVM algorithm and
reduce the prediction error. Therefore, the individual fitness setting is related to the
prediction ability of the final model. In this paper, the mean value of the predicted
regularized mean square difference(NRMSE) is obtained by 5 cross validation:

RMSE(T) =/ L, (v — i)
NRMSE,(T;) = M550 (8)
NRMSE = LS°% NRMSE/(T;)

o is the standard deviation of the predicted chaotic time series.

Five cross-validation methods first divided the training sample set into five training
sample subsets. the number of training samples for each subset is equal. Next, the five
subsets are divided into four subset of training samples and a subset of evaluation samples,
each time the four training samples were used to train SVM algorithm. Then the average
square root difference of regularization is predicted and calculated by using the set of
evaluation samples. Finally, the average value of the Prediction of regularization mean
square root difference of the predicted five times is calculated as an individual adaptive
value.

A combined optimization step of multi-kernel chaotic parameters based on multi-scale
escape PSO:

(1). First, initialize the variable and set the initial value of the inertial weightW,,,,.,change
step-size W, final inertia weight W,,.;,,, This setting W is linearly reduced with iteration
in order to improve the convergence ability of the algorithm. The number of population
SwarmSize, Scope of the optimization variable, the Learning factors of cognitive part
(representing the particles ’ learning of themselves) and social part (representing the col-
laboration of particles) Cy, Cy, K is the current iteration number, K, is the maximum
number of iterations of the algorithm, the initial thresholds for various dimensional ve-
locities T}, Fy records the number of times each dimension is less than the threshold. K1
is the threshold which Speed less than threshold time, K2 is the adjustment step-size of
threshold Tj. Initializing the variance of multi-scale Gaussian mutation operators;

(2). Firstly, the particles are encoded and the particle population is initialized according
to the range of the optimization variables, and the adaptive degree of the particles is
calculated;

(3). Compare each particle fitness value with the fitness value of each particle experi-
enced the best position of pBEST and group experience best position gBEST

(4). Enter the loop and use the linear formula to set the inertia weight W;;

(5). The velocity and position of particle are updated according to the formula of PSO
algorithm, and the legal range of various optimization variables is checked.

(6). Compared with the corresponding adaptive value of the particle position before
and after the update, the particle position updating formula of PSO algorithm is used to
produce better particles.

(7). Determine whether the velocity of each dimension meets the threshold T}, the
multi-scale Gaussian variation and uniform variation are done, and the adaptive values
of various modified particles are computed, and the particle adaptation values before and
after the mutation are compared, and the optimal particles are updated;

(8). Updating variance of Multi-scale Gaussian mutation operator, and record The
Times of meeting the speed threshold Fy, and determine whether F); satisfies K1, And
update Ty;
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(9). If the termination condition (up to the maximum number of iterations) is reached,
the operation is closed, otherwise the Loop 4 operation.

In order to make use of multi-scale kernel SVM algorithm to predict chaotic time series
and improve prediction precision, we need to optimize the joint vectors of time interval
and embedding dimension, weight, kernel parameter and penalty parameter, therefore,
the Multi-scale mutation PSO algorithm is used to optimize it. Where the initialization
range of the union vector is [110][110][01][01][01][01][02][24][48][816][501000]. T is set to
[220.001,0.001,0.001,0.0010.010.010.020.022]. Because the time interval and the embed-
ded dimension are integers, it is meaningless to set them to a smaller size, so the speed
thresholds for these two dimensions are set to be large, in order to prevent the muta-
tion from being too frequent, the speed of other dimensions should be smaller, this can
effectively adjust the algorithm exploration and mining capabilities.

The flow chart of the algorithm is shown in figure.3.

Initialize the population

and paramestars.

lUpdate the speed of insrtia
weight

¥

Calculate the particle adaptation
value. Update pBEST and gBEST

!

Update particle velocity and

location

b

Updates the particle location with
PS0O to produce better particles

.

Whether the speed of sach dimension mests the
threshold Ty multiscale gaussian wariation and uniform

variation, Update the best particle.

|

Record threshold times and
update thresholds.

FiGURE 3. Optimization flow chart base on multi-scale variant PSO and
Joint parameter

5. Analysis and comparison of testing.

5.1. Lorenz chaotic time series prediction. In order to verify the predictive per-
formance of this algorithm, we first use the Lorenz attractor, one of the most famous
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3-dimensional autonomous nonlinear dynamical systems, It is mainly used for fluid tur-
bulence modeling. Its dynamic equation model is described below:

d

= —oxz(t) + oy(t)
dZi) = x(t) y(t) — x(t)z(t) 9)
B0 = 2(t)y(t) — bz(t)/3

The parameters are set to (o,7,b) = (10,28,8), at this time the system presents a
chaotic state. We first make a single step prediction of the chaotic time series of one of
the state variables constituting the system, the state variable is z(¢). This sets the sys-
tem’s initial state variable XY, Z to [1,2, 3], Using the four-order five-level Runge-Kutta
method to solve the problem, set step-size to [0,0.01,100], getting a numerical solution
of a time series z(n). Then use the Multi-scale escape PSO algorithm to optimize these
joint parameter vectors. The multi-scale Gaussian mutation SVM algorithm of predictive
model adopts 4 RBF kernel, the parameters are set as follows: the number of popula-
tion is 10, the number of iterations is 500,C; = 1.4,Cy = 1.4, Witart = 0.95, Wend =
0.4, w,ary = 0.15; K1 = 5, K2 = 10. Basic PSO algorithm parameter ditto. The change
of the optimal individual adaptive value and the number of iterations is as follows, and
compare with the basic PSO algorithm. The results are shown in figure.4, figure.5 and
figure.6.
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FIGURE 4. Comparison diagram of our algorithm and PSO algorithm in
the optimal joint vector-valued contrast of Lorenz chaotic time series x(n)

It can be seen from the above figure that the basic PSO algorithm can easily fall into
the local optimal solution, as the number of iterations increases, it is still impossible to
escape the local optimal solution. But in this paper, we can quickly escape these local
extremum points by using multi-scale mutation to realize the accurate location of the
optimal solution region, the algorithm can find the correct search direction in a short
time, and has a fast descent speed. The search for the optimal value can be achieved with
few iterations.

The optimal vectors obtained by the two algorithms are shown in table 1.
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F1GURE 5. Comparison diagram of our algorithm and PSO algorithm in
the optimal joint vector-valued contrast of Lorenz chaotic time series y(n)
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F1GURE 6. Comparison diagram of our algorithm and PSO algorithm in
the optimal joint vector-valued contrast of Lorenz chaotic time series z(n)

In order to facilitate the comparison of the prediction results of various algorithms,
set phase space m = 2,7 = 2. In order to eliminate the transient effects, we start
with the 5001 time series. We select 500 of the training samples, that is [5005,5504],
the test sample is 1500 sequence values. The least Squares support vector machine (LS-
SVM) parameter is set as follows in this algorithm. The kernel function is the RBF
Gaussian kernel, the nuclear width is ¢ =+/3, Penalty factor v = 8500. For performance
comparisons, this paper adopts the current popular algorithm gaussian model GP. least
squares support vector machines (LS-SVM), non-sensitive support vector machines ¢,
Support vector machine v, and RBF neural network algorithm. Three support vector
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TABLE 1. The optimal joint vector-valued contrast of Lorenz series
variable | algorithm | interval | dimension weight kernel penalty
-ality parameters value

PSO 2 3 [0.340.210.085 | [6.6 8.2 7.3 3] | 10

x(n)
0.36]

Algorithm | 2 2 0.01 0.3 0.3|[1.93.8710] |949

in this 0.39]

paper

PSO 2 2 [0.0037 0.33|[1.83.74.99] |10
y(n) 0.21 0.46]

Algorithm | 2 2 0.21 0.3 0.23 | [4.3 7.8 3.2]913

in this 0.27] 6.1]

paper
2(n) PSO 2 2 [0.24 02839 93 6.4]10

0.31 0.17] 4.9]

Algorithm | 2 2 [0.0049 0.18 | [1.9 3.5 6.8|873

in this 0.28 0.53] 12]

paper

machine algorithms use all gaussian kernel, and the kernel parameters ¢ — SV R isv/2.2 ,
Penalty factor C' = 3, = 0.01 , the v = 0.5 of the ¢ — SV R algorithm, the other is the
same as the ¢ — SV R algorithm, the least squares support vector machine is the same as
the algorithm set in this paper. RBF neural network employs 150 hidden-layer centers,
the GP model uses a conventional Gaussian kernel function.

®  predicted value

real value

x(n+1)yin+l)

| [ | | 1
6000 6200 6400 6600 6800

n

0 [ |
5200 5400

| |
5600 5800 7000

FIGURE 7. n=5005 to 7004 Lorenz chaos time series real output(solid-line)
and single-step prediction output(dot-line)

figure.7 is a comparison between the predicted value and the real value of the chaotic
time series of the Lorenz sequence by using algorithm of this paper, in order to facilitate
display, reduce the range of values to [5005,7004] . The absolute prediction error distribu-
tion of each point is shown in figure.8. It is not difficult to find that, whether it is training
data or test data, their single step prediction results and real values are well matched.

Table 2 shows the comparison between the methods in this paper and other chaotic
time series prediction methods, from the results of comparison, we can see that this
method shows successful prediction and robustness in training set and test set. This is
because multi-scale kernel functions are more flexible than single kernel functions, large-
scale kernel function can be adapted to smooth region of fitting decision function. The
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F1GURE 8. n=5005 to 7004 Lorenz chaos time series absolute prediction
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TABLE 2. Performance comparison of Lorenz chaos time series z(n) pre-
diction with other methods

Prediction Training | Training | Prediction | Prediction
modle RMSE | NRMSE RMSE NRMSE

GD 0.00706 | 10157e-04 | 0.0345 5.659e-04
e—SVR 0.00702 | 10149e-04 | 0.07223 0.001182
v—SVR 0.03230 | 5.288e-04 0.1265 0.002072

LS-SVM 0.01164 | 1.9068e-04 | 0.05638 | 9.2307e-04
RBF-NN 0.02545 | 4.1655e-04 | 0.07332 0.00120
PSO-SVM 0.03297 | 5.3983e-04 | 0.06986 0.001143

MSEPSO-LSSVM | 0.00679 | 1.1130e-04 | 0.0233 | 3.8217e-04

small-scale kernel function is more suitable for smoothing the region with more drastic
change of the decision function. The method of single kernel function can only use one
scale to fit the smooth part of the decision function and change the violent part. If the
parameters of the single kernel function are set too high, the large-scale kernel is apt to
cause the lack of fitting to the decision function. And the setting is too low, it is easy to
have the phenomenon of over fitting. Multi-scale kernel can be better to neutralize the
disadvantages of too large scale and too small scale of single nucleus, so it is better to
solve the problem of fitting and over fitting, and it is not easy to deviate.

5.2. Prediction of chaotic time series of sunspot. The sunspot number is an ex-
ponent used to indicate the level of the sun’s total activity. Previous studies have
shown that the monthly average and annual mean of sunspot are a low-dimensional
chaotic time series. This paper uses the data sequence of sunspot data from NASA:
http://solarscience.msfc.nasa.gov/greenwch /spot_num.txt. The chaotic time series pre-
diction of the monthly average sunspot number from 1749-2014 is carried out. Take the
first 200 time series values as training samples and the last 1000 as test samples. The
embedding dimension of the reconstructed phase space obtained after optimization of the
multi-scale escape PSO optimization algorithm in this paper is M = 1, and the time delay
is 7 = 3, Here take ¢ = 3 to generate training samples and test sample sets. figure.9 is
the iterative optimal joint vector result comparison chart of the Multi-scale escape PSO
algorithm and the basic PSO optimization algorithm, Table 3 compares the results of the
combined vector optimization with two different optimization algorithms.
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FiGUurE 9. Comparison diagram of our algorithm and PSO algorithm in
the optimal joint vector-valued contrast of sunspot number sequences 1-step
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TABLE 3. The optimal vector-valued of sunspot number sequences by dif-
ferent optimal algorithm

algorithm | interval | dimension weight kernel penalty
-ality parameters value
PSO 5 4 [0.79  0.092 | [4.5 5.7 6 8.3] | 10
0.0019 0.12]
Algorithm | 3 1 [0.32 029 | [1.2 3.1 6.1[407
in this 0.0062 0.38] 15]
paper

For ease of display, only the predicted results of the 500 test samples in the range [503
1002] are shown here. figure.10 is the fitting relation between the single step prediction
result and the actual output value of the sunspot average number in this algorithm,
figure.11 shows the distribution of absolute errors. It can be seen from the graph that
the algorithm has a good coincidence effect on the single step prediction of the monthly
average number of sunspots. Table 4 compares the predictive performance of different
prediction algorithms to the monthly average chaotic sequence of sunspots, It’s not hard
to see the optimal predictive performance of this algorithm. PSO-LSSVM optimization
algorithm is easy to get into local optimal solution because of PSO algorithm own defects,
So the joint vectors obtained after optimization may not be the optimal solution, It is
very important for the optimization ability of the optimization algorithm in the solution
model. This is also the key joint parameter vector optimization algorithm can improve
the predictive performance of multi-kernel SVM algorithm.

6. conclusion. In this paper, a chaotic time series prediction method based on Multi-
scale kernel is proposed for the disadvantage of the single kernel SVM chaotic prediction
model. This method is a combined vector optimization method based on PSO intelli-
gent optimization algorithm, phase space parameter, kernel parameter vector and penalty
function, it makes up for the shortcoming of previous experience selection and step op-
timization parameters, the joint optimization vector obtained by this method can make
the predictive model get better prediction precision, and improve the expression ability
and stability of the decision function.
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TABLE 4. Performance comparison of Lorenz chaos time series x(n) pre-
diction with other methods

Prediction Training | Training | Prediction | Prediction
modle RMSE | NRMSE RMSE NRMSE
GD 0.1207 | 6.201e-05 35.57 0.01827
e—SVR 22.209 0.01141 44.043 0.02263
v—SVR 24.4433 | 0.01256 43.357 0.02228
LS-SVM 0.1251 | 6.4317e-05 | 43.4456 0.02233
RBF-NN 0.367 1.886e-04 43.897 0.02255
PSO-SVM 2.23358 | 0.001148 43.4436 0.02232
MSEPSO-LSSVM | 0.1110 | 5.7056e-05 | 32.0223 0.01645
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