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Abstract. In recent years, concept drift has become a popular research topic in data
mining because of its wide range of practical applications. Concept drift discusses the
significant change of concepts along with time or location movement. It can thus be
used to derive the purchasing behavior of customers from a database at different times
or locations. In the past, most of the research focuses on concept drift from traditional
transaction databases. However, quantities of purchased items usually exist in databases
and can provide more information in concept drift. In this paper, we integrate fuzzy
data mining with concept drift and generalize the similarity measures for achieving the
purpose. These measures are used for defining fuzzy concept-drift patterns derived from
quantitative transaction databases at different time. The proposed approach can thus fully
utilize the results from fuzzy mining and provide effective information about customers
behavior change to managers for tuning the business strategy.
Keywords: Concept drift, Data mining, Fuzzy set, Fuzzy association rules, Membership
functions.
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1. Introduction. Data storage and processing is now more convenient than before be-
cause of the booming development of information technologies. It has a significant impact
on daily life as well as on business. For example, if policy-makers can obtain informa-
tion and knowledge from databases effectively and quickly, they are likely to make good
decisions. The sizes of databases, however, get bigger and bigger in these years. There-
fore, getting useful and valuable information from large databases for decision-making
becomes difficult. Research dealing with information storage and knowledge mining is
thus an important and challenging task.

Data mining techniques have been applied to various practical applications for finding
useful rules or patterns, a survey paper [1] about sequential pattern mining was proposed
by Philippe et al. to introduce some previous researches. When quantitative databases
are processed, it is natural and informative to use fuzzy sets to represent quantities into
linguistic terms. Thus, Kuok et al. applied the fuzzy set theory to traditional data mining
[2]. The main reason is that the fuzzy set theory can be easily used in various applications
due to its simplicity and similarity to human reasoning. According to the key steps of the
approach, the quantitative values in transactions were first converted into linguistic terms
through membership functions, and then the count of a fuzzy itemset in a transaction
could be calculated by the product of the fuzzy values of the fuzzy terms in the itemset
of that transaction. Finally, the fuzzy association rules, which satisfied the user-specified
minimum fuzzy confidence threshold, could be derived from a set of fuzzy frequent item-
sets with high fuzzy frequency. Different from the calculation function in the above study,
Hong et al. proposed a fuzzy mining algorithm to find fuzzy association rules by trans-
forming quantitative data into fuzzy values and using the standard fuzzy operators to
find the fuzzy value of a fuzzy itemset [3]. Because of the success of fuzzy mining, many
extended approaches were proposed as well [4][5][6].

Along with the strict competition of business in these days, understanding and adapting
to the evolvement of customer behavior turns out to be an important aspect of enterprise
survival in the continuously changing environment. Good companies have to know what
is changing and how it has been changed in order to provide right products and services
to satisfy the varying market needs. Due to the above reason, concept drift has thus
become a popular research topic in data mining [7][8][9]. Concept drift discusses the
significant change of concepts along with the time process or location movement. It can
be used to derive the purchasing behavior of customers from a database at different times
or locations.

In the past, most of the research focuses on concept drift from traditional transaction
databases. However, quantities of purchased items usually exist in databases and can
provide more information in concept drift. Therefore, in this paper, we adopt fuzzy
sets to handle concept drift with quantitative databases. We propose an algorithm to
mine fuzzy concept-drift patterns from two quantitative databases at different times or
locations. Fuzzy association rules with fuzzy values are first mined by a fuzzy mining
algorithm [3][6]. A concept-drift judging algorithm then compares the fuzzy rules to find
several kinds of fuzzy concept-drift patterns.

The rest of this paper is organized as follows. The review of some related researches
is given in Section 2. Generating fuzzy association rules and defining their similarity
are stated in Section 3. Generalizing concept-drift patterns for fuzzy association rules is
explained in Section 4. The proposed algorithm for finding fuzzy concept-drift patterns
is stated in Section 5. The conclusion and future work are given in Section 6.

2. Review of Related Works. In this section, we review some related researches about
this paper. They are concept drift and fuzzy data mining.
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2.1. Concept Drift. In recent years, the field of concept drift is very popular. Tsymbal
defined the concept drift as finding patterns which changed over time in unexpected
ways [10]. For example, assume at time t there is an association rule “if buying milk,
then buying bread”, and at time t+k, there is another rule “if buying milk, then buying
apple”. The latter rule differs from the former one in the consequent part along the time.
This change is a type of concept-drift patterns.

Based on the concept-drift patterns, the traditional method on data mining has been
used in various research areas. Au et al. proposed an online algorithm for changing de-
tection in frequent pattern mining [11]. Hora et al. then proposed an extracting system
for specific rules by mining systematic changes over source code history [12]. Cheng et
al. utilized the group information at different time points for consensus sequence mining
[13]. Their aim was to find the change in consensus sequence at different times for un-
derstanding the changes in group preference moving closer to the authentic idea of that
group.

As to concept drift in the association rule mining, Song et al. defined three types
of concept-drift patterns [14]. They were emerging patterns, unexpected change, and
added/perished patterns. The different types of concept-drift patterns indicated the dif-
ferent meaning of the concept drift of association rules. An evaluative function was also
designed to calculate the degrees of the concept drift. If the degree of the concept drift
between two rules was bigger than a predefined threshold, concept-drift patterns were
generated.

Assume there are two rules: rti : A → B with support = a and rt+ki : C → D with
support = b, where rti is the i -th rule of the rule set RSt at time t, rt+ki is the j -th rule of
the rule set RSt+k and A, B, C, D are itemsets. The definitions of the three patterns are
given below [14].

Definition 2.1. (Emerging Patterns) If a rule rk is an emerging pattern, then the
following two conditions must be satisfied: (1) Both the conditional and the consequent
parts of the two rules rti and rt+ki are the same. That is, A = C and B = D; (2) The
supports of rules rti and rtki are different. That is sup (A→ B) 6= sup (C → D).

For example, assume there are the following two rules: rti : Bread = high → Milk =
Large (support = 0.2), and rt+ki : Bread = high → Milk = Large (support = 0.5). In
this case, the two rules have the same rule contents but different support values. The
difference of the support values for the two rules is 0.3. If we set the minimum threshold
at 0.2, then rt+ki is the emerging pattern to rti .

Definition 2.2. (Unexpected Change) If a rule rk is an unexpected change, then the
following two conditionals must be satisfied: (1) The conditional parts of the two rules rti
and rt+ki are the same. That is A = C; (2) The consequent parts of the two rules rti and
rt+ki are different. That is B 6= D.

For example, assume there are the following two rules: rti : Bread = high → Milk =
Large, and rt+ki : Bread = high → Milk = Low. In this case, rule rt+ki is an unexpected
change with respect to rti since the conditional parts of rti and rt+ki are the same, but the
consequent parts of the two rules are different.

Definition 2.3. (Added/Perished Rules) If a rule rt+ki is an added rule, then the
conditional part C and the consequent part D of rt+ki are different from those of any rti in
RSt. On the contrary, if a rule rti is a perished rule, then the conditional part A and the
consequent part B of rti are different from those of any rt+ki in RSt+k.
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For example, assume there are the following two rules: rti : Bread = high → Milk =
Large, and rt+ki : Vegetable = high→ Apple = High. In this case, rt+ki is an added rule
with respect to RSt if the conditional part and the consequent part of rti is different from
those of all the rules (not only rti) in RSt.

2.2. Fuzzy Data Mining. The goal of data mining is to discover associations among
items such that the presence of some items in a transaction will imply the presence of some
other items. To achieve this purpose, Agrawal and his co-workers proposed several mining
algorithms based on the concept of large itemsets to find association rules in transaction
data [15]. Han et al. then proposed the Frequent-Pattern-tree (FP-tree) structure for
efficiently mining association rules without generation of candidate itemsets [16]. Some
other improved techniques were proposed based on the two.

The fuzzy set theory has recently been used more and more frequently in intelligent
systems because of its simplicity and similarity to human reasoning [17][18][19][20]. When
quantitative databases are processed, it is natural and informative to use fuzzy sets to
represent quantities into linguistic terms. Several fuzzy data mining algorithms for induc-
ing rules from a given set of data have thus been designed and used with good results for
specific domains. For example, Hong et al. proposed a fuzzy mining algorithm to mine
fuzzy rules from quantitative transaction data [3]. It used fuzzy membership functions to
derive linguistic terms from quantitative data and applied the fuzzy minimum operator in
the fuzzy set theory to evaluate the counts of fuzzy itemsets in a set of transactions. They
also proposed an apriori-based mining algorithm to find fuzzy association rules efficiently.
In addition, Hong et al. investigated the trade-off problem between the number of fuzzy
rules and computation time [21]. Besides, Hong et al. also proposed a fuzzy weighted
data mining approach based on the support-confidence framework to extract weighted
association rules with linguistic terms from quantitative transactions [4].

Zheng et al. proposed a novel optimized fuzzy association rule mining method to mine
association rules from quantitative data [20]. Wang et al. then proposed a data mining
algorithm for extracting fuzzy knowledge from transactions stored as quantitative values
[22]. Because of the success of fuzzy mining, many extend approaches are widely proposed.

3. Generating Fuzzy Rules and Finding Rule Similarity. In this section, we present
the steps of generating fuzzy association rules and calculating the similarity of two fuzzy
rules.

3.1. Membership Functions. Membership functions play a role in converting com-
modity items into fuzzy terms close to human semantics. Figure 1 shows an example of
membership functions that apple was purchased in a transaction from a store. Figure 1
consists of three membership functions, representing low, medium and high according to
the purchased amount. For example, if we buy five apples, the amount is low with a 0.4
fuzzy value, is middle with a 0.6 fuzzy value, and is high with a zero fuzzy value.

In this example, each membership function is designed as a triangle with two param-
eters, the center and the span. It can be given or learned from automatic methods [23].
Other types of membership functions can also be used in the proposed approach below.

3.2. Generating Fuzzy Assocation Rules. After the membership functions are set,
we can then use our previous fuzzy mining algorithm [3][6] to generate fuzzy association
rules. First, the transactions are first transformed into a fuzzy transactions using the
given membership functions. Table 1 shows an example of a transaction database, in
which a symbol in a transaction represents an item and a number denotes the purchased
quantity of an item.
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Figure 1. An example of membership functions.

Table 1. An example of a transaction database.

ID Transaction Items
1 (A, 3)(C, 6)(E, 9)
2 (B, 4)(C, 7)(D, 10)
3 (B, 2)(C, 5)(E, 8)
4 (C, 1)(E, 14)

After the conversion with a given set of membership functions, we can get the fuzzy
values of different linguistic terms of each item. The original transaction database can
thus be converted into a database with fuzzy linguistic terms. The converted results for
Table 1 are shown in Table 2.

Table 2. The fuzzy transactions converted from the transactions in Table 1.

TID Fuzzy Transactions

1
(

1
A.Low

) (
0.25
C.Low

+ 0.75
C.Middle

) (
0.5

E.Middle
+ 0.5

E.High

)
2

(
0.75
B.Low

+ 0.25
B.Middle

) (
1

C.Middle

) (
0.25

D.Middle
+ 0.75

D.High

)
3

(
1

B.Low

) (
0.5

C.Low
+ 0.5

C.Middle

) (
0.75

E.Middle
+ 0.25

E.High

)
4

(
1

C.Low

) (
1

E.High

)
Then the cardinality of each fuzzy region (linguistic terms) in the fuzzy transaction is

calculated by adding up the fuzzy values of the fuzzy region in all the transactions. For
example, the cardinality of the fuzzy region C.Middle is 0.75+1+0.5, which is 2.25. After
all the cardinalities of the fuzzy regions are found, they are checked with the threshold
n × α, where n is the transaction number and α is the minimum threshold. If the
cardinality of a fuzzy region is larger than or equal to the minimum count n× α, then it
is a frequent (or called large) fuzzy region.

Next, the frequent fuzzy itemsets with more than one fuzzy region can be derived in a
way similar to the Apriori or the FP-Tree approach except the fuzzy operation needs to
be used to calculate the cardinalities of the fuzzy itemsets. For example, the cardinality
of (B.Middle, C.Middle) in the second transaction in Table 2 is calculated as min(0.25,
1), which is 0.25. In addition, the fuzzy terms from the same original item cannot be
combined together. For example, B.Low and B.Middle cannot be combined and formed
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as a fuzzy itemset. After the frequent fuzzy itemsets are generated, the fuzzy association
rules are obtained based on their confidence measures calculated from the conditional
probability of the fuzzy itemsets in the rules.

3.3. Calculating the Similarity of Fuzzy Rules. In order to calculate fuzzy concept-
drift patterns, we need to calculate the similarity of two fuzzy rules. We modify the
formulas from [14] to calculate the matching similarity. First, the premise similarity
(abbreviated as ps) of the premise (conditional) part in two fuzzy association rules is
calculated as follows:

psij =

{
%ij×

∑
S∈Aij

xijs

|Aij | , if |Aij| 6= 0

0 , if |Aij| = 0
(1)

The notation in this formula is briefly explained as follows:

psij: The degree of premise similarity between two rules rti and rt+kj , where rti and

rt+kj are obtained from time t and t+ k, respectively;
|Aij|: The number of common items (not including linguistic value) in the premise

parts of two rules rti and rt+kj ;
%ij: The ratio of common items (not including linguistic value) in the premise parts

of two rules rti and rt+kj ; It is calculated by the following:

%ij =
|Aij |

max(|Xt
i |,|Xt+k

j |)
,

where |X t
i | and

∣∣X t+k
j

∣∣ are the numbers of items in the premise parts of rti and

rt+kj , respectively.
xijs: The linguistic-term match degree of the s-th matching item in Aij; It can be

calculated by considering fuzzy matching as follows:

xijs = 1−
[
interval distanceijs

ns−1

]β
,

where ns is the number of membership functions of the s-th item in Aij,
interval distanceijs is the number of intervals between the linguistic values
of the s-th item in the two rules rti and rt+kj , and β is a parameter controlling
the effect of different linguistic values. For example, if an attribute has only
three linguistic terms: High, Middle and Low, then ns = 3. The value of in-
terval distance between High and Middle is 1 and between High and Low is
2.

After the premise similarity of two fuzzy rules is defined, the consequent similarity (cs)
of the consequent parts of two fuzzy association rules is designed as follows:

csij = cij ×

(
1−

[
interval distanceij

n− 1

]β)
,

where cij = 1 if the consequent items (not including linguistic values) of the two rules rti
and rt+kj are the same, and cij = 0 otherwise. Besides, n is the number of membership
functions of the common consequent item.

The similarity sij of two rules rti and rt+kj can be found by using the fuzzy intersection
operator on psij and csij. If the minimum operator is used as the fuzzy intersection
operator, then the following holds:

sij = min (psij, csij) .
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Note that the following product operator can also be used as the fuzzy intersection
operator:

sij = psij × csij.
Table 3 shows an example to calculate the similarity of two rules. The numbers in the

rules represent the support values. Note the support value in the consequent part of a
rule represents the support of a whole rule, which will be explained later.

Table 3. An example for calculating the similarity of two fuzzy association
rules.

Database Fuzzy Association Rule
Dt (A.Low,B.High, 0.5)→ (D.High, 0.4)
Dt+k (A.Low,B.Middle, C.Low, 0.45)→ (D.Low, 0.3)

Assume the number of membership functions for each item is 3. The premise similarity
of two fuzzy rules is first calculated. In this example, |Aij| is 2 since there are two common
terms, A and B, in the two rules. lij is 2/3 since the maximum number of items in the
conditional parts of the two rules is 3. Let the parameter β is 1. Then xijl is 1 - 0/(3-1),
which is 1, since the first matched item A has the same value (Low) in both the rules.
xij2 is 1 - 1/(3-1), which is 0.5, since the second matched item B has the value of High
in one rule and has the value of Middle in the other rule. The premise similarity is thus
calculated as follows:

psij =
%ij ×

∑
S∈Aij

xijs

|Aij|
=

2/3× (1 + 0.5)

2
= 0.5.

Next, the consequent similarity csij of two fuzzy rules is calculated. In the example, cij
is 1 since the consequent items in the two rules are the same (item D). Since the interval
between D.High and D.Low is 2, csij is then calculated as 1(1-2/2), which is 0. If we use
the fuzzy intersection operator to calculate the similarity, then the similarity of the rules
is min(0.5, 0), which is 0.

4. Finding Fuzzy Concept-drift Patterns. In this section, we present the concept
of the fuzzy concept-drift patterns for fuzzy association rules. We mainly generalize the
original concept-drift patterns in [14] to quantitative transactions. The following different
concept-drift patterns of fuzzy association rules are considered. The first one is the fuzzy
emergent patterns in which both the conditional and the consequent parts between two
fuzzy association rules from two different databases are similar but the fuzzy support
values are quite different. The second one is the unexpected change of fuzzy association
rules. It considers two fuzzy association rules in different databases with similar change
of the conditional parts, but their consequent parts are quite different. The third one also
considers the unexpected change of fuzzy association rules, but it handles the two rules
with similar consequent parts but quite different conditional parts. The last one considers
the added and perished fuzzy rules in which both the conditional and conditional parts
are quite different. They are described below.

4.1. The Fuzzy Emerging Patterns. In fuzzy emerging patterns, both the conditional
and the consequent parts between two fuzzy association rules from two different databases
are similar, but their fuzzy support values are quite different. Since the confidence for an
association rule A→ B is calculated by dividing the support of A&B over the support of
A, thus the change of both A&B and A is important. Therefore, we consider the following
three kinds of fuzzy support change for fuzzy emerging patterns. The first case is that
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the fuzzy support values of the conditional parts between two fuzzy association rules are
similar but the fuzzy support values of the consequent parts (including the fuzzy regions
in the conditional parts) are different. Here, the fuzzy support value of the consequent
part means the fuzzy support value of the whole rule because it is calculated under the
consideration that the conditional part of the rule exists. The second case is that the
fuzzy support values of the conditional parts are quite different, but the fuzzy support
values of the consequent parts are similar. The third case is that the fuzzy support values
of both the conditional parts and the consequent parts are quite different. Two fuzzy
rules with similar support values in both the conditional and consequent parts are not
considered since they do not change significantly and are thus not emerging patterns.

For each rule rti in a database at time t, we will find the rule rt+kj with the maximum

similarity to it in another database t + k. Similarly, for each rule rt+kj in a database at
time t+ k, we will find the rule rti with the maximum similarity to it in another database
t. If the sij value is equal to or larger than a predefined threshold value T, then the two
rules are similar in structure. The supports of the two rules are then checked for finding
emergent patterns according to the three cases mentioned above.

If the support growth ratio of the conditional part of the rule rt+kj at time t+ k, when
compared to the rule rti at time t, is larger than or equal to a given growth threshold, and
the support growth ratio of the consequent part is smaller than the threshold, then it is
the first case of an emerging pattern. Below is an example to show this case. Assume two
fuzzy association rules from two databases at different time are shown in Table 4.

Table 4. The first case of an emerging pattern for two fuzzy association rules.

Database Fuzzy Association Rule
Dt (A.Low,B.High, 0.5)→ (D.High, 0.5)
Dt+k (A.Low,B.High, 0.6)→ (D.High, 0.5)

In Table 4, both the premise similarity and the conditional similarity between the two
association rules are very similar (actually the same), and thus we further judge their
fuzzy support growth ratio. The fuzzy support growth ratio at the premise part of the
rule at time t + k is (0.6-0.5)/0.5, which is 20%; The fuzzy support growth ratio at the
consequent part of the rule at time t+k is (0.5-0.5)/0.5, which is 0%. If we set the growth
threshold at 10%, then the example is the first case of the emerging pattern.

For the second case of an emerging pattern, the support growth ratio of the conditional
part of the rt+kj at time t + k is smaller than a given growth threshold, and the support
growth ratio of the consequent part is larger than or equal to the threshold. The two fuzzy
association rules in Table 5 show this case. The premise similarity and the consequent
similarity of the two rules is 0.75 and 1. The similarity between the two association rules
is then min(0.75, 1), which is 0.75. If the similarity threshold is set at 0.6, then the two
rules are similar, and thus we judge their fuzzy support change for emerging patterns.

Table 5. The second case of an emerging pattern for two fuzzy association
rules.

Database Fuzzy Association Rule
Dt (A.Low,B.Middle, 0.7)→ (D.High, 0.5)
Dt+k (A.Low,B.High, 0.7)→ (D.High, 0.6)

Both the premise similarity and the conditional similarity between the two association
rules are very similar (actually the same), thus we judge their fuzzy support change. The
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fuzzy support growth ratio at the premise part of the rule at time t + k is (0.7-0.7)/0.7,
which is 0%; The fuzzy support growth ratio at the consequent part of the rule at time
t + k is (0.6-0.5)/0.5, which is 20%. If we set the growth threshold at 10%, then the
example is the second case of the emerging pattern.

At last, if the support growth ratios of both the conditional and the consequent parts
of a rule rt+kj is larger than or equal to a given growth threshold, then it is the third case
of an emerging pattern. Table 6 shows the third case of an emerging pattern for two fuzzy
association rules when the growth threshold is set at 10%.

Table 6. The third case of an emerging pattern for two fuzzy association rules.

Database Fuzzy Association Rule
Dt (A.Low,B.High, 0.6)→ (D.High, 0.5)
Dt+k (A.Low,B.High, 0.8)→ (D.High, 0.7)

4.2. The Unexpected Change for Fuzzy Association Rules. There are two kinds
of fuzzy concept drift patterns for unexpected change. The first one is that the premise
similarity between two fuzzy association rules is large, but their consequent similarity is
small. The second one is the contrary. That is, the consequent similarity between two
fuzzy association rules is large, but their premise similarity is small. It can be judged by
the similarity threshold.

Below is an example to show the first case. In Table 7, there are two fuzzy association
rules. Assume there are three membership functions for each item. The premise similarity
of the two rules is 0.66, and the consequent similarity is 0. If the similarity threshold is
set at 0.6, then the premise parts of the two rules are similar, but the consequent part is
very different. Thus, the example is an unexpected consequent change.

Table 7. The unexpected consequent change of two fuzzy association rules.

Database Fuzzy Association Rule
Dt (A.Low,B.High, C.Middle, 0.6)→ (D.High, 0.5)
Dt+k (A.Low,B.Middle, C.Low, 0.5)→ (D.Low, 0.3)

Another example is shown in Table 8. In this case, since the items D and E in the
consequent parts are different, their similarity is 0. In a classification problem, this case is
thought of as the unexpected consequent change because there is only a consequent item
for the same or similar premise. In an association-rule mining problem, this case may
often happen because the same premise may derive different items. In addition to the
pair (rti , r

t+k
j ) in Table 8, if we can find at least one more rule at time t which is similar

to rt+kj in both the premise part and the consequent part, or if we can find at least one
more rule at time t+k which is similar to rti in both the premise part and the consequent
part, then the pair (rti , r

t+k
j ) is not an unexpected consequent change; otherwise, (rti , r

t+k
j )

is regarded as an unexpected consequent change.

Table 8. Different consequent items of two fuzzy association rules.

Database Fuzzy Association Rule
Dt (A.Low,B.High, C.Middle, 0.6)→ (D.High, 0.5)
Dt+k (A.Low,B.Middle, C.Low, 0.5)→ (E.High, 0.3)



Generalizing Concept-Drift Patterns for Fuzzy Association Rules 135

For example in Table 9, in which one more rule is in Dt, the new rule is similar to
rt+kj in both the premise and consequent parts. Thus, the original pair (rti , r

t+k
j ) is not

regarded as unexpected consequent change. However, if no rule in Dt is similar to rt+kj in

the premise and consequent parts, then rt+kj is the unexpected consequent change.

Table 9. An example of not unexpected consequent change.

Database Fuzzy Association Rule
Dt (A.Low,B.High, C.Middle, 0.6)→ (D.High, 0.5)
Dt (A.Middle, B.Middle, C.Low, 0.6)→ (D.Low, 0.5)
Dt+k (A.Low,B.Middle, C.Low, 0.5)→ (D.Low, 0.3)

The other case is that the premise similarity between two fuzzy association rules is
small, but their consequent similarity is large. An example in Table 10 shows this case.

Table 10. An example of unexpected premise change for two fuzzy rules.

Database Fuzzy Association Rule
Dt (A.Middle, B.Middle, C.Low, 0.6)→ (D.Low, 0.5)
Dt+k (A.Low,B.Middle, C.High, 0.5)→ (D.Low, 0.4)

Assume there are three membership functions for each item. The premise similarity of
the two rules is 0.5, and the consequent similarity is 1. If the similarity threshold is set
at 0.6, then the premise parts of the two rules are different, but the consequent part is
similar. Thus, the example is an unexpected premise change.

4.3. The Added and Perished Fuzzy Association Rules. These kinds of fuzzy rules
are defined here based on the non-fuzzy rules in [14]. If a fuzzy rule rt+ki at time t+ k is
an added fuzzy rule, then the premise part and the consequent part of rt+ki are different
from those of any fuzzy rule rti at time t. On the contrary, if a fuzzy rule rti at time t is
a perished rule, then the premise part and the consequent part of rti are different from
those of any fuzzy rule rt+ki at time t+ k.

For example in Table 11, both Dt and Dt+k contain only two rules. When the similarity
threshold is set at 0.6, the first fuzzy rule in Dt is not a perished fuzzy rule because it is
similar to the first rule in Dt+k in both the premise and consequent parts. Their premise
similarity is 0.75 and their consequent similarity is 1. The rule will be checked as an
emergency pattern according to the support change, rather than a perished fuzzy rule.

The second rule in Dt is a perished fuzzy rule because it is not similar to any rule in
Dt+k in both the premise and consequent parts. The first rule in Dt+k is not an added
fuzzy rule because it is similar to the first rule in Dt in both the premise and consequent
parts. The second rule in Dt+k is an added fuzzy rule because it is not similar to any rule
in Dt in both the premise and consequent parts.

Table 11. An example of added and perished fuzzy association rules.

Database Fuzzy Association Rule
Dt (A.Low,E.Middle, 0.6)→ (D.Low, 0.5)
Dt (A.Middle, B.Middle, C.Low, 0.6)→ (D.High, 0.5)
Dt+k (A.Low,E.Low, 0.7)→ (D.Low, 0.6)
Dt+k (B.Low, F.Low, 0.5)→ (D.Middle, 0.3)
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5. The Proposed Algorithm. In this section, the proposed approach to find fuzzy
concept-drift patterns is summarized in Algorithm 1.

Algorithm 1 Mining Fuzzy Concept-Drift Patterns

Input: Two quantitative transaction databases Dt and Dt+k, where Dt consists of
n quantitative transactions at time t and Dt+k consists of m quantitative
transactions at time t+ k.

Output: The fuzzy concept-drift patterns.

1: Step 1: Find fuzzy frequent itemsets Lt with fuzzy supports and fuzzy association
rules from Dt based on the given membership functions by a fuzzy mining approach.

2: Step 2: Find fuzzy frequent itemsets Lt+k with fuzzy supports and fuzzy association
rules from Dt+k based on the given membership functions by a fuzzy mining approach.

3: Step 3: For each pair of fuzzy rules rti and rt+kj , where rti is in Rt and rt+kj is in Rt+k,
calculate its premise similarity psij, consequent similarity csij and rule similarity sij.

4: Step 4: For each rule rti , find the rule in Rt+k with the maximum rule similarity,
and for each rule rt+kj , find the rule in Rt with the maximum rule similarity. If the
maximum rule similarity is larger than or equal to the similarity threshold, calculate
the support growth ratios of the premise and the consequent parts, and decide whether
it is an emerging pattern and which kind if it is.

5: Step 5: For each pair of fuzzy rules rti and rt+kj , if psij is larger than or equal to the
similarity threshold and csij is smaller than the threshold Tc, then it is the unexpected
consequent change; If psij is smaller than the similarity threshold and csij is larger
than the threshold, then it is the unexpected premise change.

6: Step 6: For each rule rti , if its psij and csij are both smaller than the similarity
threshold for any rule rt+ki in Rt+k, then rti is a perished fuzzy rule.

7: Step 7: For each rule rt+kj , if its psij and csij are both smaller than the similarity

threshold for any rule rti in Rt, then rt+kj is an added fuzzy rule.
8: Step 8: Output the fuzzy concept-drift patterns to users.

Note that in Step 5 of the algorithm, some additional checking may be needed for
unexpected consequent change according to the discussion in Section 4.2.

6. Conclusion. In this paper, we generalize the traditional concept-drift mining ap-
proach by fuzzy sets and integrate it with our fuzzy data mining mechanism, which
considers not only items but also quantities and linguistic terms. We modify the calcu-
lation of premise similarity, consequent similarity and rule similarity by considering the
relationship of fuzzy regions of items. We use these similarity measures to decide differ-
ent kinds of fuzzy concept-drift patterns and give some examples to illustrate them. An
algorithm is also stated step by step to effectively get the patterns. The patterns can
reflect the implicit knowledge change of transaction databases at different times. In the
future, we would like to apply the proposed approach to other practical applications, such
as observing the change of customers behavior in different years or different seasons. In
addition, we will study how to use good data structures to design efficient implementation
for decreasing the computational time.
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