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Abstract. This paper has analyzed the analysis method of Sample Entropy sequence
linear complexity, and used this algorithm to calculate the measure entropy of Logistic
chaotic system movement. Theoretical study and simulation realization show that, the
method of short observation sequence can accurately reflect the chaotic system and the
complexity size of chaos pseudo-random sequence, and can be used to judge the complexity
of the pseudo-random sequence generated by chaotic system, as well as has the good
consistency compared with approximate entropy (ApEn), meanwhile with high execution
efficiency. The experimental results show the validity of this method and the correctness
of the theoretical results.
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1. Introduction. Chaos, as a classic complex phenomenon of nonlinear dynamic sys-
tems, has been widely used in the research of secure communication in recent decades [1,2].
Because the chaotic sequence has the characteristics like wideband, noise like and being
sensitive to the initial state, it can replace the traditional pseudo-random sequence, and
apply it to the military and commercial spread spectrum communication system requiring
high security degree.

The complexity of a finite length sequence refers to the similarity degree with a random
sequence, and is a criterion of the difficulty degree in restoring the whole by using part of
the sequence. The greater the complexity of the sequence, the greater the randomness,
and the greater the difficulty of the sequence being restored. Therefore, complexity is
an important index to measure the anti-interference and interception ability of spread
spectrum sequence in secure communication system, and it is of great importance to
further study the complexity of chaos.

At present, the chaotic sequence complexity measure algorithm mainly includes the
approximate entropy (ApEn) algorithm [3] proposed by Pincus et al and the sample
entropy (SampEn) [4] algorithm proposed by Richman et al. The similarity criterion
adopts the Heaviside function, and is very sensitive to the threshold value r and the phase
space dimension m, but SampEn does not calculate its matched statistical magnitude,
because entropy is a criterion generated by new information, which can be regarded as the
improvement to the ApEn, but there will be unmeaning ln 0 in the absence of template
matching.
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In this paper, the SampEn algorithm is applied to the complexity analysis of chaotic
system. First, it analyzes the characteristics of sample entropy and the advantages of
sample entropy and approximate entropy in the aspect of complexity algorithm, and
then applies this algorithm respectively to continuous chaotic system and uses different
quantization accuracy of chaotic sequences for complexity analysis, and finally discusses
that this algorithm occurs in digital chaotic sequence password, showing that this method
can be applied in measuring analysis of complexity, with good stability, and can provide
a theoretical basis for chaotic cryptography and chaotic secure communication.

2. The Principle and Description of the Sample Entropy Algorithm. Entropy
is defined as a generation rate of information. ApEn(m,R,N) is the approximate value
of the negative average natural logarithm CP , the conditional probability of mutually
similar in m + 1 point data segment mode, when the data length is N , the similarity
tolerance is r, and the m point data segment mode is similar to each other. One thing
to keep in mind is that the parameter r is usually expressed by the percentage of the
SD (standard deviation) of the data, so the approximate entropy is a method of scale
invariance. B is defined as the probability of sequence self-similarity when dimension
is m, and A is the probability of sequence self-similarity when dimension is m + 1, so
CP = A/B.

From the approximate entropy algorithm, it can be seen that the approximate entropy
takes log(CP ) as the calculation model, and calculates the average value of all models. To
avoid the occurrence of log(0), both A and B should not be 0. As a correction, CP should
be defined as (A + 1)/(B + 1).To ensure this point, there is a comparison between the
data segments in the definition of approximate entropy, but this is obviously incompatible
with the viewpoint of new information, and there must be some deviations. It contains
two layers of meaning: on the one hand, the ApEn value is related to the data length,
and the ApEn value of the short sequence is obviously smaller than the expected value.
On the other hand, the consistency is poor. If a time sequence has a higher ApEn value
than the other time sequence, then m value and z value should also have higher ApEn
value, but Apen cannot meet. This deviation is also the cause of its insensitivity to small
complexity changes. In fact, even so, when A and B are too small and the matching
quantity is too little, which is close to CP = 1, APEn = 0, there will appear a large error.
Therefore, the algorithm of approximate entropy needs improving to overcome the effect
of this deviation [5].

Sampen (Sample Entropy) is a new measure method of time sequence complexity pro-
posed by Richman. It is CP’s strict natural logarithm [6, 7], which can be represented
by Sampen(m, r,N). Among them, N stands for length, r stands for similar tolerance,
and the dimension is m and m + 1. The sample entropy is similar to the improvement
on the approximate entropy algorithm in terms of algorithm: relative to entropy, the
calculation of sample entropy is the sum logarithm, whose advantage lies in containing
larger A, B value and more accurate CP estimation. Sample entropy aims at reducing the
error of approximate entropy, which has closer consistency with the known random part.
Sample entropy is a method similar to the current approximate entropy, but with better
accuracy. The sample entropy algorithm consists of two parameters m and r. m is the
embedding dimension, and r is the threshold value, also called the similarity coefficient.
The calculation steps are as follows

(1) The sequence {xi} makes up of m dimensional vector in sequence:

X(i) = [x(i), x(i+ 1), . . . , x(i+m− 1)] i = 1, 2, . . . , N −m+ 1 (1)
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(2) Define d[X(i), X(j)] the one with the maximum difference value in the corresponding
element X(i) and X(j), that is,

d[X(i), X(j)] = max
k=0,2,...,m−1

|x(i+ k)− x(j + k)| (2)

For each i value, calculate the distance d[X(i), X(j)] from X(i) to the rest vectors X(j),
(j = 1, 2, . . . , N −m+ 1). The difference value between other corresponding elements in
X(i) and X(j) at this time is naturally less than d.

(3) In accordance with the given threshold value r (r > 0), count the number of
d[X(i), X(j)] < r for each i value and the ratio of this number to the number of the
total vectors N −m, marked as Bm

i (r).

Bm
i (r) =

1

N −m
num{d[X(i), X(j)] < r} i = 1, 2, . . . , N −m+ 1, i 6= j (3)

(4) Average all i values, marked as Bm(r), that is:

Bm(r) =
1

N −m+ 1

N−m+1∑
i=1

Bm
i (r) (4)

(5) The dimension plus 1 into m + 1, repeating the process of (1) – (4), and obtain
Bm+1(r) and Bm+1

i (r):

Bm+1
i (r) =

1

N −m− 1
num{d[X(i), X(j) ≤ r]} i = 1, 2, . . . , N −m (5)

Bm(r) =
1

N −m

N−m+1∑
i=1

Bm
i (r) (6)

(6) At this time, the theoretical value of the sample entropy is:

SampEn(m, r) = lim
N→∞

{
− ln[Bm+1(r)/Bm(r)]

}
(7)

But in actual work, N can’t be ∞. When N takes a finite value, the estimated sample
entropy is:

SampEn(m, r,N) = − ln[Bm+1(r)/Bm(r)]

The SampEn value is obviously related to the value of m and r. The sample entropy of
different embedding dimensions m and similar tolerance R is also different. In general, the
sample entropy obtained under m = 1 or 2, r = 0.1 ∼ 0.25SD has reasonable statistical
properties. Therefore, the parameters of the sample entropy in this paper are m = 2, and
r = 0.2SD (SD is the criterion deviation of the original data). The study shows that, in
addition to the very simple cases, the entropy of time sequence has a close relation with
the variance SD.

The sample entropy is similar to the improvement on the approximate entropy algorithm
in terms of algorithm, with the following good properties.

(1) The sample entropy does not contain the comparison of its own data segments, so
it is the exact value of the negative natural logarithm of conditional probability, and the
calculation of sample entropy does not depend on data length.

(2) The sample entropy has better consistency. If a time sequence has a higher ApEn
value than the other time sequence, then it should also have higher SampEn value for
other m and r values.

(3) The sample entropy is not sensitive to the obliterated data. Even if the data is
obliterated as much as 1/3, the effect on the SampEn calculation is still very poor.
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3. Complexity Analysis of Sample Entropy in Chaotic System.

3.1. Complexity Analysis of Logistics System. One-dimensional Logistic mapping
is a very simple chaotic mapping from the mathematical form, but this system has com-
plex dynamic behavior and is widely applied in the field of secure communication. Its
mathematical expression is:

xn+1 = µxn(1− xn) 0 ≤ x ≤ 1, 0 < µ ≤ 4 (8)

Among them, xn is the state value of the Logistic mapping, and µ is the parameter
coefficient of the iterative equation. The value of the adjustment parameter µ can generate
the chaotic phenomenon. When Logistic mapping is in the parameter µ ∈ (3.57, 4],
iteration 1000 enters the chaotic state. Figure 1 shows the time sequence mapping after
10000 iterations of one dimensional Logistic chaotic mapping when the initial value x0 =
0.3, µ = 4, and the length N = 1000.

Figure 1. Tent signal in time domain

Figure 2. The complexity
of sequence indifferent itera-
tion times

Figure 3. The measure en-
tropy ofthesame sequence int-
womethods

Figure 2 gives the analysis results of sample entropy of chaotic random sequence when
the Logstic sequence whose length is respectively from100 to 2000 goesthrough10000,
20000 and 30000 iterations. Among them, the initial value x0 = 0.3, µ = 4, r = 0.15SD
and m = 2. The results show that when the iteration times reaches 20000, the value of
sample entropy of random sequence basically tends to be uniform. When 10000 iteration
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times, for the value of sample entropy, its randomness is significantly lower than the
sequence with high iteration times. In addition, it can be concluded that the SampEn
value of each iteration time is basically consistent after the sequence length reaches 1000,
which means that the complexity analysis method is not very dependent on the sequence
length.

Figure 3 has given the Logistic sequences with different lengths after 20000 iterations
when x0 = 0.6, µ = 4, r = 0.15SD, m = 2. The results of two test methods for the same
random sequence are observed. First, for the approximate entropy, when the sequence
length N reaches a certain length, the entropy value of the sequence basically tends to
be uniform. But for the shorter sequence, the difference of approximate entropy value
is quite big. Compared with the sample entropy, it is more dependent on the sequence
length N . For sample entropy, the sample entropy of time sequence is almost around
0.45, and the sample entropy has better consistency than the approximate entropy. In
addition, the SampEn method has a higher execution efficiency, and the execution time
of the program is far less than that of the ApEn method. Thirdly, it should be noted
that the value of µ and the initial value x0 have certain influence on the entropy of the
random sequence when studying Logistic random sequence.

3.2. Complexity Analysis of Sample Entropy of the Binarization Logistics Time
Sequence. The chaotic random sequence after quantization is called as the binary se-
quence. In fact, in the random number generation process of any chaotic sequence, how-
ever good the chaotic characteristic of the original sequence is, and however good the
randomness the chaotic sequence shows, the data compression and information loss in
the quantization process will have different degrees of effects on the randomness of digital
chaotic sequences. Since the emergence of chaotic encryption, the quantization process
has always been a necessary link for the discrete chaotic system transforming to the dig-
ital chaotic system. Due to the limitation of computation accuracy, the energy loss of
dynamic degradation and other reasons, the quantization accuracy in the binarization
process also has certain influence on the complexity of sequence [12–16].

In order to check the test results of complexity of the binary sequence after quantization
by the sample entropy, the simulation experiment generates the sequence to be tested by
the following method: by using the Logistic equation, the initial value x0 of = 0.7, µ = 4,
and M fixed-point precision to start iteration, the chaotic sequence after quantization
generated by function with the length of 104 is called the sequence to be tested, and the
quantization precision were given, which are respectively M = 8, 16, 24, 32, 64. Different
sequences to be tested have been checked practically, respectively by SampEn method
and ApEn method.

Table 1. The entropy of Logistic Mapping

M 8 16 24 32 64
SampEn 0.0161 0.6823 0.6930 0.6930 0.6931

ApEn 0.0453 0.6859 0.6920 0.6911 0.6911

From Table 1, it can be seen that for chaotic pseudo-random sequences, both SampEn
method and ApEn method can reflect the complexity of phase space structure of Logistic
chaotic binary sequence to a certain extent. However, from the numerical display, the
complexity value measured by the sample entropy method is more consistent, which is
in accordance with the previous analysis result. The phenomena of different complexity
under the same condition and the same sequence length when accuracy M = 8 and
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M = 24, shows that, for Logistic chaotic system, the selection of quantization accuracy
and quantification method in sequence binarization have relatively large effect on the
complexity of sequence. Meanwhile, for Logistic mapping, the stability value of SampEn
is about 0.69 [8], while the Lyapunov index of Logistic mapping is 0.69, which proves from
another aspect that the SampEn can be applied to the measure entropy of digital chaotic
sequence in Logistic system.

4. Complexity Analysis of Digital Chaotic Pseudorandom Sequence. In order
to test the actual digital sequence of sample entropy, the experimental device first applies
DSP Builder and Quartus II to design and implement a chaotic sequence generator [9,10].
The design schematic diagram of a chaotic sequence generator is shown in Figure 4.

Figure 4. The principle diagram of the chaotic sequence generator

Using the above chaotic sequence generator and the quantization method used in this
paperis: use irreversible transformation function T [x(n)] to transform the real value se-
quence generated by the chaotic equation into 0-1 sequence. The definition of the trans-
formation function T [x(n)] is as follows:

T [x(n)] =


0 x(n) ∈

2m−1⋃
k=0

Im2k

1 x(n) ∈
2m−1⋃
k=0

Im2k+1

(9)

The value is 1 or 0 according to the difference of original value x(n) lying in the
continuous equal interval of the conversion function T [x(n)]. Among them, m > 0 is an
arbitrary integer, Im0 , I

m
1 , I

m
2 , . . . is 2m continuous equal interval in the interval [0, 1]. In

order to facilitate the realization of the function, the formula (9) is transformed as follows:

T [x(n)] =

{
0 2mx(n) ∈ [2k,(2k + 1))

1 2mx(n) ∈ [(2k + 1),(2k + 2)]
(10)

In order to furthest simplify the design of circuit, the formula (10) can be used to
judge the parity of the single digit of the integer of the 2mx(n) product term to determine
whether the output of the function is 1 or 0.In the design of DSP Builder, the unit extractor
is used to realize the parity judgment of the single digit of the integer, and the left shifting
function of the register shift is used to complete 2mx(n), to furthest simplify the design
of circuit [11]. Next, approximate entropy and sample entropy are applied to test and
analyze the theoretical values generated by Logistic chaotic equation iteration, the actual
value generated by hardware and the digitalized values after quantification by the above
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transformation function. For the parameters in the algorithm, N are respectively 300,
500, 1000, 5000, 10000, parameter m = 2, r = 0.2SD. The test results are shown in table
2.

Table 2. The results of digitalized chaotic sequence in different test methods

ApEn = (m, r,N) SampEn = (m, r,N)
N Actual Value Quantized Value Actual Value Quantized Value

300 0.2470 0.2265 0.6483 0.6554
500 0.4559 0.4211 0.6734 0.6764
1000 0.6314 0.6200 0.6835 0.6809
5000 0.6936 0.6760 0.6930 0.6806
10000 0.6929 0.6931 0.6815 0.6739

From table 2, it can be seen that the complexity of the digitalized chaotic random
sequence declines compared to the complexity of the chaotic sequence before quantiza-
tion. The decrease of complexity is likely to lose some useful information of the original
chaotic dynamical system. This information needs to be further studied. The digitalized
chaotic sequence basically maintains the characteristics of the original sequence, and its
complexity can reflect the complexity of the original system. The data show that the
sample entropy method is more consistent, more independent on the sequence length N.
When length < 1000, the complexity value of the SampEn method is more stable. For the
ApEn method, the value when N = 300 and N = 500 is markedly less than 0.69, showing
the characteristic more restricted by the sequence length. For N = 104, the complexity
of the sample entropy method is lower than that of the approximate entropy. The reason
is that when the sequence generator generates a long sequence, after quantization, the
periodicity generated by the sequence increases, so the measurement entropy decreases.
From another side, it is shown that the sample entropy can be well used in the complexity
measure of digitalized chaotic sequence. The research results provide theoretical and ex-
perimental basis for the application of chaotic sequence ininformation security. Studying
the complexity of digitalized chaotic sequence is of great significance for studying the
complexity of chaotic sequence.

5. Conclusion. In this paper, the SampEn algorithm and the ApEn algorithm are used
to systematically calculate and analyze the complexity of the Logistic discrete chaotic
system and the digitalized chaotic sequence. It is analyzed that the sample entropy
method can more effectively measure the complexity of chaotic sequence and chaotic
pseudorandom sequence, and this method shows higher execution efficiency in simulation
experiment. Compared with the ApEn method, the two both have low requirements of
the sequence length N, but SampEn requires less for the sequence length N, which shows
better consistency. In the aspect of quantization accuracy, for the random sequence
generated by chaotic system in the binarization process, the quantization precision has
some influence on the randomness of binary sequence. Too low quantization accuracy
will cause the decline of sequence randomness and complexity. This characteristic can be
proved through the SampEn method. In terms of the complexity test of digital random
sequence generated by the experimental device, the sample entropy method is consistent
with the Lyapunov index 0.69 on the complexity test, indicating that the SampEn method
is effective in the chaotic random sequence and the digitalized chaotic sequence.
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