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Abstract. The content-based image retrieval (CBIR) is the most acceptable method
often used in an image retrieval system because it can manage image database efficiently
and effectively. The CBIR methods usually retrieve the images by image features. In
this paper, we exploit a region called affine invariant region (AIR) as an image feature to
help effectively retrieve the images even when the images have been attacked or processed.
Moreover, we use vector quantization (VQ) to reduce the comparison of image features
for improving the retrieval efficiency. The experimental results show that the method has
a higher recall rate, lower retrieval time, and promising accuracy.
Keywords: Content-based image retrieval (CBIR), Vector Quantization, Quadtrees,
Image features, Canny edge detection.

1. Introduction. Social networking is one of the most popular online activities with
high user engagement rates. The use of social media sites such as Instagram, Flickr and
Facebook is increasing with millions of people sharing their photos. The explosive growth
of visual data and the omnipresent accessibility will give a much-needed boost to the
image search and retrieval.

Content-based image retrieval (CBIR), which makes use of the representation of visual
contents to identify relevant images, has received a steady increased attention in recent
two decades. CBIR has become a popular and efficient means for information capturing
and sharing among people, so numerous techniques have been developed for content-based
image retrieval in the last decade [1-17].

The CBIR systems retrieve the images by image features such as colors, textures,
sharps, objects, and so on; moreover, among them, the color feature is most intuitive and
easily extracted [7, 8, 11, 17]. However, the color feature used to retrieve images does
not have a high recall rate. In 2006, Teng and Lu [2] exploited the vector quantization
(VQ) technique [18] to classify images and then used the codeword close to block pixels to
represent the original image block, increasing retrieval speeds. Although VQ technology
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Figure 1. Color models transformed from the RGB model

helps speed up image retrieval, the preprocessing cost will also be high. Based on above-
mentioned, we propose a feature-based oriented CBIR method. This method is not only
efficient and effective, but also can quite pretect image processes.

In this paper, there are three main goals to achieve. First, we combine a VQ technology
[18, 19] and 4-ary trees [20, 21, 22] to efficiently and effectively retrieve images. Second, we
use an Affine Invariant Region (AIR) [23, 24] and the edge detection [25, 26] to figure out
the edge features of an AIR image; afterward, we build these edge features on a Quadtree
so that the edge features can be efficiently and effectively rummaged. Third, it is to find
out the high-matched images which are most similar to query images. The organization
of the paper is as follows. Section 2 will introduce the literature review. Section 3 will
describe the proposed method and how to retrieve the images. Section 4 will show the
experimental results. The conclusions are remarked in the last section.

2. Literature Review. This section will introduce some methods about our research.
These methods include characteristics such as color features, image invariants, tree struc-
tures, and edge detections.

2.1. Color features. The color feature is one of most widely used visual features. There
are several different kinds of color models, such as gray scale, RGB, CMYK, Lab, etc,
where the RGB (Red, Green, Blue) color model is most known and most used every day.
It defines a color space in terms of three components as shown in Figure 1 which presents
the schematic of the RGB color cube. Points along the main diagonal have gray values
from black at the origin (0, 0, 0) to white at point (1, 1, 1). The different colors in the
model are points on or inside the cube, and are defined by vectors extending from the
origin.

2.2. Vector quantization. Vector Quantization (VQ), one of most popular image lossy
compression methods, was proposed by Gray et al. in 1984 [18, 19]. VQ technique
initially divides several W × H grayscale images into non-overlapping and equal-sized
small image blocks, and each block is an -dimensional vector of pixels equal to q × q.
VQ partitions a large image block set B = {b1, b2, ..., bγ} into non-overlapping clusters
CB = {c1, c2, ..., cN}, where << γ. The partition process is called a training process
which assigns an image block b ∈ B to a dedicated cluster where i = arg min

1≤t≤N
d(b, cwt),
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Figure 2. VQ encoding and decoding flowchart

d(b, cw) =
∑`

j=1 (bj − cwj)
2

denote a squared Euclidean distance measured between two
vectors b and cw; bj and cwj are the-th component of the vectors.

For encoding an image, the sender seeks the closest codeword cwi through the given
codebook CB for the given input vector. For each original image block X , the index
i of the selected codeword is compressed and then transmitted; the receiver, after the
codeword is decompressed, uses the index i to find the mapping codeword in the codebook
to retrieve the closest codeword for recovering that image block. The compression rate
of VQ technique is equal to 1/` , thereby reducing the transmission bandwidth. Figure 2
illustrates the image compression based on the VQ coding technique, where each codeword
is an ` -dimensional vector ( ` =16).

The advantages of using an index table can reduce the comparison frequency with loss
of perceptibility. Furthermore, this method can preserve the positions of objects in the
image and substantially increase the accuracy rate.

2.3. Affine Invariant Region (AIR). According to the affine geometry [23], Hung and
He [24] proposed a robust watermarking method based on an affine invariant region (AIR
for short). The idea is to find a region that will not be changed after the attacks or
image-processing, so the information can be embedded in it and will not be destroyed.
Therefore, an AIR is an unchangeable characteristic for a corresponding image and can
be employed to help image retrieval. The detailed description of this method is as follows:

Step 1: Apply Gaussian Kernel Filtering to an input image.
Gaussian Kernel Filtering is the low-pass filter which can blur the image to reduce noises.
The method can remove unimportant information from the image, and reserve the im-
portant one. The operation is shown in Eq. 1.

g (σ) =
1

2πσ2
exp−

x2+y2

2σ2 (1)

where σ means standard deviation. Another characteristic of Gaussian Kernel Filtering
is: no matter how you rotate the images, the result will be symmetry. Therefore, this
filter can help us get the feature points in the geometric rotation.

Step 2: Obtain local-based feature points
After applying the Gaussian Kernel Filtering on the image, the feature points help us get
the unchanged region. First of all is to calculate the local maximum to get the robust
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feature points by Eq. 2

MF (x, y) =

max
xt,yt∈(Nb2−1(L(x,y,σ))∪L(x,y,σ))

{
L(xt, yt, σ)

}
(2)

where the Nb2−1L(x, y, σ) denotes b2 − 1 pixels which are the area from the center of
L(x, y, σ). The feature point set is represented by P in Eq. 3.

P = {(x, y) |MF (x, y) = L(x, y, σ)} (3)

Although this method will get a number of feature points, the images may incur geometric
or compression attacks so that the feature points will be changed. Therefore, more robust
feature points PA and PB in the set P can be obtained as follows: PA and PB are the most
light and dark feature points of set P. It means that calculating the sum of pixel values
in every m ×m block with the central part of Pi will get the maximum and minimum.
Compared with other feature points, these two points PA and PB by Eq. 4 and Eq. 5,
respectively, are uneasy to be changed when incurring attacks.

PA = max {sum (Nm×m (Pi))} (4)

PB = min {sum (Nm×m (Pi))} (5)

where Nm×m (Pi) represents that feature point Piis the center of block m×m.
Step 3: Center of mass (CI )

The function of M ×N image is f(x, y), and the (p+ q) geometric moment is expressed
in Eq. 6.

mpq =
M∑
x=1

N∑
y=1

xpyqf(x, y) (6)

, where p, q ∈ {1, 2, .., n}. The central moment is defined by Eq. 7.

µpq =
M∑
x=1

N∑
y=1

(x− x)p(y − y)qf(x, y),

x =
m10

m00

, y =
m01

m00

(7)

where (x, y) denotes the center of mass of f(x, y) and can also be called the center of
mass(CI), which has the characteristic of unchangeableness like a geometry.

Step 4: Figure out the AIR image
By connecting CI, PA, and PB, and extending to the edge, we will segment the image into
four regions shown in Figure 3(a), and then find out the CI in each of the four regions in
Figure 3(b). Lastly, the CI of four regions are connected so that an AIR image can be
obtained as shown in Figure 3(c)

Step 5: Image Normalization:
We divide the image in Figure 3(c) into two triangles shown in Figure 4(a), and then we
use Eq. 8 and Eq. 9 to affine the images shown in Figure 4(b). Finally, we combine two
triangles into a normalized square image shown in Figure 5.[

x′

y′

]
=

([
a b

c d

] [
x

y

])
+

[
e

f

]
(8)
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Figure 3. Affine Invariant Region transformation

Figure 4. Image Normalization between triangles from (a) to (b)

Figure 5. Normalized AIR image{
x′ = ax+ by + e

y′ = cx+ dy + f
(9)

2.4. Quadtree. Quadtree [20, 21, 22] is an image process technique, and is proposed to
increase recall rates. The process of Quadtree is dividing the image to four parts: NW
(northwest), NE (northeast), SW (southwest) and SE (southeast), until the pixel values
of the block have the same value. Quadtree is usually used to draw a 2n × 2n binary
image. The height of Quadtree is n, and the root means the whole image. Figure 6(a) is
a block (B) of image I, and Figure 6(b) is the Quadtree corresponding to the block B.
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Figure 6. Image block and Quadtree mapping

Figure 7. Sobel mask

The advantage of this method is easy to differentiate values in each node and the spatial
locations of objects in the images. Moreover, it not only can be applied on binary images,
but also can be used on color images.

2.5. Edge detections. In CBIR, an edge feature is usually used to retrieve images. Two
types of commonly used edge detection methods are introduced as follows:

2.5.1. Sobel edge detection. Sobel edge detection [25] is used in image processing and
computer vision, particularly within edge detection algorithms where an image is created
with emphasizing edges. The advantage of this method is simple and quick. It uses Eq.
10 and the mask in Figure 7 to find out the edges. Figures 8 (a) and (b) are the images
before/after using Sobel edge detection, respectively.

Ex = (w3 + 2w6 + w9)− (w1 + 2w4 + w7)

Ey = (w7 + 2w8 + w9)− (w1 + 2w2 + w3)
(10)

So, E =
√
Ex2 + Ey2.

Sobel edge detection is a simple detective method, which can figure out most edges in
the image. However, it is susceptible to noises and unable to accurately detect step edges
interfered by noises and ramp edges.

2.5.2. Canny edge detection. Canny edge detection [26] was proposed by John Canny. The
Canny edge detector first uses a Gaussian filter to smooth the image, eliminate noises,
and then find the image gradient to highlight regions with high spatial derivatives. Canny
edge detection in recent years is the most accurate method in accordance with the users
needs to adjust the different parameters. Figure 9 is an image applied by the Canny edge
detection.
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Figure 8. Sobel edge detection

Figure 9. Canny edge detection

3. Proposed method. We proposed three modules in our method: VF-retrieval, ACQ-
retrieval, and AV-retrieval. These three modules are complementary. A VF-retrieval
module exploits the vector quantization (VQ) technique to obtain the image features and
then build these features on a quad tree. Using VQ technique can decrease the features in
the image, and then building features on a 4-ary tree is to speed up the image retrieval.
Before images are saved to an image database, they usually experience some processing.
In order to resist a geometric image processing, an ACQ-retrieval module is developed.
This ACQ-retrieval module uses the characteristic of Affine Invariant Region (AIR) to
avoid being unable to access the processed images. When the ACQ-retrieval module is
applied, and the AIR images are obtained, the Canny edge detection is adopted to obtain
the edge images. To accelerate the image retrieval with edges, the Quadtree is used to
encode the edge information. In the ACQ-retrieval module, although a similar image can
be found, this approach will fail to extract the edge information when the target image is
ever processed. Therefore, the AV-retrieval module is designed to make up the lack of the
ACQ-retrieval module to retrieve more AIR images and improve recall rates. Figure 10
illustrates a visual representation of the sequence of steps for the proposed content-based
image retrieval (CBIR) system.
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Figure 10. Flowchart of proposed content-based image retrieval (CBIR) system

3.1. VF-retrieval. In order to build a fast image retrieval approach, we use the VQ
technique to encode image features and build these features on a 4-ary tree. The steps
are as follows:

Step 1: Given an image database with each image of M ×M pixels.
Step 2: Train Ncodebooks, CBi, = 1, 2, ,; for the -th codebook, the codeword number

is 4i ; the length of each codeword is (M ×M)/4i.
Step 3: For each image I, build N index tables with Ncodebooks. The size of each

index table is 2i × 2i. ITB(I)i stands for the i-index table encoded by CBi codebook.
Step 4: Use ITB(I)i, i = 1, 2, ..., N to build a 4-ary tree T (I) corresponding to the

image I. The tree has ( N+1) levels, and the 0-th level is a root which is a dummy node.
Each node of level i is encoded with ITB(I)i. Therefore, the number of nodes at level i
is 4i.

There are 4 subtrees of level i from left to right to represent 4 locations: NW, SE,
SW, and SE of ITB(I)i. Because images have regional continuity of related information,
we can keep the correlation of image locations in a spatial domain. With the correlation
encoding, the recall rate of image retrieval can be increased. Moreover, the steps for
matching features are reduced due to the VQ indexing so that the retrieve time can be
speeded up.

3.2. ACQ-retrieval. We can retrieve similar images quickly at the VF-retrieval method.
However, if the image is processed by the geometry processing, it is impossible to be
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Figure 11. Image AIRI and its edge imageseAIRI by the Canny edge detection

Figure 12. The Quadtree transform form of Fig.11

retrieved. Therefore, we use AIR to obtain the affine invariant region and use this region
to retrieve images even the images are processed, followed by the Canny edge detection to
obtain edge images. Since edge images are not easy to retrieve, we construct the features
based on the Quadtree structure. The advantage of this structure is that it can retrieve
images quickly and protect the color domain and geometry processed. The steps of this
method are as follows:

Step 1 Given an image database with image size of M ×M pixels.
Step 2 Apply Gaussian Kernel filtering to each image I to obtain the corresponding

Gaussian image.
Step 3 Obtain the Local-based image of feature points.
Step 4 Obtain the center of mass of image I.
Step 5 Obtain the Affine Invariant Region of image I.
Step 6 Transform the Affine Invariant Region into the normalized image AIRI , the size

of AIRI is m×m, as shown in Figure 11(a).
Step 7 Obtain the edge images eAIRI of each AIRI by the Canny edge detection, as

shown in Figure 11(b).
Step 8 Transform each eAIRI image into the Quadtree (QTI), and record the codes for

the tree structure (TCodeI) and pixel values(CCodeI), respectively.
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Figure 13. VF-retrieval’s retrieve diagram

3.3. AV-retrieval. We will create an AIR image for every image in the image database.
Several representative AIR images are used to train a codebook (CB) by which the AIR
image can be encoded and transformed into a corresponding index table treated as an
image feature and used for retrieving images.

Step 1: Use Gaussian Kernel Filtering in Eq. (1) for reducing image noises.
Step 2: Get the local-based maximum and minimum robust feature points PA and PB

of image I.
Step 3: Get the center of mass (CI) of image I by Eq. (7).
Step 4: Find out the AIR region of image I.
Step 5: Normalize the AIR region into square images (AIRI). The size of AIRI is

m×m pixels.
Step 6: Apply a VQ technique to encode the AIRI images to obtain the corresponding

index table ITI .
To be protected from attacks or image processing, we combine VQ and AIR to help

extract the image characteristics by which we can retrieve the most similar images. The
affine invariant region related to images is an unchangeable characteristic and can be
employed to help image retrievals. The VQ coding of index reduces the complexity of
feature comparisons when retrieving images. Besides, VQ encodes the image in the block
wisely so to preserve the spatial locations of objects in the image, thereby, increasing the
accuracy rate of image retrievals. The proposed scheme consisting of feature extractions
and image retrievals is introduced below.

3.4. Image retrieval. We use the approaches proposed in Section 3.1 to obtain image
features and then retrieve images. At first, the VF-retrieval method finds out those images
similar to the query image. Then the ACQ-retrieval or AV-retrieval method is applied
to find out more similar images. The procedure steps of VF-retrieval, ACQ-retrieval and
AV-retrieval methods for image retrievals are illustrated in the follow diagrams in Figure
13.

Step 1Given a Query image Q.
Step 2Build the 4-ary tree Procedure to construct a 4-ary tree T (Q).
Step 3Take out the feature T (I) of image I in the VF-feature database and compare with

T (Q). Our method will not compare the root, because it is dummy node. Then compare
T (I)j and T (Q)j for j=1, which means to compare all nodes of Level 1. (T (I)1,T (Q)1)

means T (I)1 and are corresponding nodes and are fully equal. If T (I)1 and T (Q)1 are
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equal, then go to Step 4. If T (I)1 and T (Q)1 is not equal, then I + +, take out next T (I)
in VF-feature database, and return to Step 3.

Step 4 Use the Match Number of Node Procedures to compare Level j (j = 2, 3, .., N)
nodes.

Procedure Match Number of Nodes for j = 2, 3, .., N
If((count(T (I)j.NW (node) == T (Q)j.NW (node)) + count(T (I)j.SE(node) ==

T (Q)j.SE(node))/(Numberof(NW (node) + SE(node)))) > TH

if ((count(T (I)j.SW (node) == T (Q)j.SW (node)) + count(T (I)j.NE(node) ==

T (Q)j.NE(node))/(Numberof(SW (node) +NE(node)))) > TH
j + +;
if j > N
Image I is retrieved;
End
End

During the processing to compare T (I) and T (Q), Level 1 uses CB1, so this codebook
has a few codewords. Therefore, the Euclidean distance pairs between the index values are
huge. If the index values are different, then the image will be not similar. In other Level,
if the Procedure Match Number of Nodes( T (I), T (Q))¿TH, then this Level is similar.
This procedure can speed up comparing nodes and obtain higher recall rates.

Using the VF-retrieval method can find out the similar images quickly, but usually
the users will process the images before storing them into the image database. The VF-
retrieval method can’t find out the images which have been resized, scaled or rotated. To
address the issue, we proposed the ACQ-retrieval method to find out this kind of images.

We use the ACQ-retrieval method to obtain the TCode and CCode, and use these two
codes to let the edge images retrieved. Moreover, we use the AIR feature to find out more
images that be processed with higher recall rates. Figure 14 shows the retrieve diagram
and the retrieval steps.

Step 1: Transform the Query Image(Q) into the normalized image (AIRQ), the size of
normalized image is m×m.

Step 2: Use the Canny edge detection to obtain edge image .
Step 3: Build eAIRQby Quadtree. Extract the tree structure (TCodeQ), and the color

value (CCodeQ).
Step 4: Take out the TCodeI and CCodeI of image (I) from the ACQ-feature DB.
Step 5: Compare the TCodeQand TCodeI . If the Similar(TCodeI , TCodeQ) = S1 >

TH, then compare the CCodeQ and CCodeI . If Similar(CCodeI , CCodeQ) = S2 > TH,
then think the image Q and image I`are similar. If no one succeeds, then go to Step 4 to
take out the TCodeQand TCodeI of next image(I).

Although the ACQ-retrieval module can find out a lot of similar images, the image pro-
cess is going to destroy the edges. This method cannot find out similar images efficiently.
Therefore, we proposed the AV-retrieval module to find out more images. The retrieve
diagram and steps in Figure 15 are presented as follows:

Step 1: Let the query image Q to be a normalized image AIRQ, and the size of AIRQ

is m×m.
Step 2: Use the codebook to encode AIRQ into its related index table.
Step 3: Compare ITI and ITQ, if Similar(ITI , ITQ) > TH, then ITI and ITQ is similar.

Q is output as a similar query image; otherwise compare with the next image

4. Experimental Results. This section introduces the experiment design and the ex-
perimental results to show recall rates and speeds of the proposed method. In our research,
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Figure 14. ACQ-retrieval’s retrieve diagram

Figure 15. ACQ-retrieval’s retrieve diagram

the images are provided by Wangs [27]. This image database has 10 categories, and we
use one of them (Building) to find the best parameters of our method, and then use the
results in other categories. We use MATLAB 7.1 to design our method run by a hardware
system with AMD 3 GHz CPU and 2 GB main memory. Every category has 100 images,
and each image in Figure 16 (a) will extend to 9 similar images as shown in Figure 16 (b)
to Figure 16 (j). Therefore, we have 1000 images in an image database.

Recall(Rec), Precision(Pre), False positive( Fp), and False negative( Fn) are used to
estimate our proposed methods. The definitions are described in the following Equations
(12)-(15), respectively. The Recall rate (Rec) means how many relevant images of the
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Figure 16. Similar images

total relevant images are retrieved. The Precision (Pre) means how many relevant images
of the retrieve images are retrieved. The False positive ( Fp) means that the image is not
a relevant image, but our method think it is. The False negative ( Fn) means that the
image is a relevant image, but it cannot be retrieved by the proposed method. Because
there are 10 similar images in our method, we will query top 10 similar images. Therefore,
the Rec and Pre will be the same.

4.1. Performance of VF-retrieval. In this experiment, we use our proposed VF-
retrieval method to find out the similar images quickly and have fair recall rates. We
adjust 3 parameters: TH, CB size and block size, where TH is the threshold of the simi-
larity, and CB denotes the size of codebook. Table 1 is the recall rates and retrieval time
(in second) using a two-level 4-ary tree coding to encode images. The highest recall rate
is 45.89%, when the block sizes are set as 32 ×32 (Level 1) and 16 ×16 (Level 2), TH=0.4
and CB size is 16/64, respectively. We fixed the block sizes as 16 ×16 and 8 ×8 as shown
in Table 2 and discovered that the CB size set as 8 and 16 has a better recall rate.

4.1.1. Comparison of VF-retrieval and VQ. We use two image databases to test the recall
rate by VF-retrieval and VQ, respectively. One is without geometry images, and another
is with geometry images. Then the results are shown in Tables 3 and 4. In Table 3, we
use the image database without geometry images, and discover that the Rec is very close.
The retrieve times of the VQ the VF-retrieval are 0.69 sec and 0.918 sec, respectively.
However, when we use the image database with geometry images, the recalls of our pro-
posed method and VQ will be substantially lower. We also find that our proposed method
can compress an image from 92655.925 bytes into 799.364 bytes, and the retrieval time
is 1 sec. Let Data compression ratio be defined as the ratio between the uncompressed
size and compressed size. Therefore, the compression ratio of our proposed method is
92655.925/799.364=115.912, and the relative data redundancy defined as the reduction
in size relative to the uncompressed size: 1- 1/115.912= 1-0.0086=99.13%.
Table 5 shows that the False positive ( Fp) of our proposed method is quite low, which

implies the VF-retrieval is a good method. Figure 17 is similar to Figure 16 (a) using
VF-retrieval, and the geometry images cannot be retrieved by the VF-retrieval method.



Image Retrieval Method Exploiting an Affine Invariant Region 227

Table 1. The recall rates (Rec) and retrieval time (sec) of different CB
sizes when block size is fixed as 32 ×32 and 16×16

Table 2. The recall (Rec) and retrieval time (sec) of different CB sizes
when block size is fixed as 16 ×16 and 8 ×8

Table 3. Compare VQ and VF-retrieval (without geometry images)

For this reason, we replace the VF-retrieval method with the ACQ-retrieval based on
AIR-based features.

4.2. Performance of VF-retrieval. Since the VF-retrieval has low Rec when the im-
age database has geometric images, we propose the ACQ-retrieval based on AIR-based
features and demonstrate that the adaptive method indeed has a good Rec.

In the experiment, we detect edges using the Canny method since Canny edge detection
filters out useless data, noises and frequencies while preserving the important structural
properties in an image. The Canny method finds edges by looking for local maxima of
the gradient of an image. The edge function calculates the gradient using the derivative
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Table 4. Compare VQ and VF-retrieval (with geometry images with TH=0.4 )

Figure 17. Similar images of Ii by VF-retrieval method

Table 5. The Rec, Fn, and Fp of VF-retrieval mehtod
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Figure 18. The results of Canny edge detection with various Θ

of a Gaussian filter. This method uses two thresholds to detect strong and weak edges,
including weak edges in the output if they are connected to strong edges. Precisely
speaking, any pixel in the image that has a value greater than hT is presumed to be an
edge pixel, and is marked as such immediately. Then any pixels connected to this edge
pixel with values greater than lT are also selected as edge pixels. By using two thresholds
hT and lT , the Canny method is less likely fooled by noises than the other methods, and
more likely to detect true weak edges. We set hT= Θ and lT= Θ × 0.4 where Θis the
angle of gradient at each point and can be obtained by Eq. 11.

Mx (x, y) = G′x • I (x, y) , My (x, y) = G′y • I (x, y) , Θ = arctan

(
Gy

Gx

)
(11)

Figure 18 depicts that the results of the Canny edge detection with various sorts of Θ.
From Figure 18, we know that the smaller the angle of gradient Θ.is, the more edges are
preserved by the Canny edge detection. Moreover, Table 6 shows that the smaller the Θ,
the higher the recall rate. In the following experiment, we use Θ =0.2 as the parameter.

Table 7 shows the recall (Rec), False positive ( Fp) and False negative ( Fn) in a variety
of image categories using the ACQ-retrieval method to enhance our previous VF-retrieval
method which cannot effectively extract the geometric images. Figure 19 uses Figure
16(a) as the query image, and ACQ-retrieval to retrieve the top 10 similar images. In
Figure 19, we discover our method can actually find out the images which are applied by
special image preprocessing techniques. In Table 7, we can see the ACQ-retrieval method
indeed achieves higher recall rates than the VF-retrieval method. Due to the low speed by
the ACQ-retrieval method, we continue to propose an AV-retrieval method to deal with
this problem.
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Table 6. The Rec Fn, and Fp with various sorts of Θ.

Figure 19. The Top 10 similar images of I1

Table 7. The Rec, Fp, and Fn using ACQ-retrieval( Θ=0.2)
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4.3. Performance of AV-retrieval. In the above experimental results, we present that
the VF-retrieval method provides good retrieve time, and the ACQ-retrieval method pro-
vides good recall rates. Therefore, we proposed the AV-retrieval method to combine the
advantages of these two methods. The parameters used in this experiment are both block
sizes and CB sizes because block sizes affect the number of features required for matching,
and the CB size affects whether the blocks are similar to the original image. Table 8 shows
that the smaller the block size, the higher the recall rate. However, it needs more retrieval
time. Different CB sizes also effect the recall rates. In this table, when the block size is
8×8, and the CB size is 16, the AV-retrieval method has the best recall rate, 0.9248, and
acceptable retrieval time.

Table 8. Rec and retrieve time of the AV-retrieval method with different
block sizes and CB sizes

Therefore, we use the block size, 8 ×8, and the CB size, 16, as the parameters to show
the Rec, Fn, and Fp for various image categories. In Table 9, we can see the AV-retrieval
method has a better recall rate and less retrieval time compared with ACQ-retrieval
method.

Table 9. Rec, Fn, and Fp of AV-retrieval

In Figure 20, Figure 16 (a) are used as the query image, and the AV-retrieval method
is used to retrieve the top 10 similar images. In this figure, we can discover our method
can actually find out the geometric images effect the retrieval time. Moreover, accord-
ing to the experiment, the AV-retrieval method can compress the images from avg.
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Figure 20. The Top 10 similar images of I1

92655.925 bytes to 209.206 bytes, which indicates that the compression ratio reaches
92655.925/209.206=442.89, and the relative data redundancy is 1- 1/442.89= 99.77%.

4.4. Comparison of the ACQ-retrieval and AV-retrieval methods. According to
the experiments 4.2 and 4.3, the Av-retrieval method has a higher Rec than that of the
ACQ-retrieval method with less retrieval time. All the images are greyscale images. In
this section, we want to explore the performance in different hues and saturations. The
images of the experiment are shown in Figures 21(a)-(f). We use Adobe Photoshop to
modify the color domain. Figure 21(a) comes from one of the Building category image
database with 100 images in it. Figure 21(b) uses the default color of the Hue/Saturation
in Photoshop, and then we apply the ACQ-retrieval and the AV-retrieval methods on
these images. The results are shown in Table 10(a). In Figure 21(c) with Hue= -180, the
result is shown in Table 10(b). In Figure 21(d) with Saturation=100, the result is shown
in Table 10(c). In Figure 21(e) with Hue=180 and Saturation=100, the result is shown
as Table 10(d). In Figure 21(f) with Invert image, the result is shown as Table 10(e).

In Table 10, the image quality is measured by the Peak Signal to Noise Ratio (PSNR),
and the accuracy is measured by the recall (Rec) and precision (Pre). In dealing with
the color of the domain, when the PSNR of image quality decreases, the Rec and Pre
of retrieval accuracy using the ACQ-retrieval method can be maintained to a certain ex-
tent, but those of retrieval accuracy using the AV-retrieval method decrease significantly.
Therefore, using the ACQ-retrieval or the AV-retrieval method will determine the quality
of the image required. If the captured images are similar in visual quality, you can use
AV-retrieval method to quickly retrieve images. However, when the image quality is poor,
you can get better results by using the ACQ-retrieval method.

Table 10. The comparisons of image quality (PSNR), recall rates and
retrieval precisions between AV-retrieval and ACQ-retrieval methods
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Figure 21. Images after color domain processed

In this paper, we proposed 3 different methods: VF-retrieval, ACQ-retrieval, and AV-
retrieval. In VF-retrieval method, we can quickly find out the similar images, but it cant
retrieve geometric images. Therefore, we proposed the ACQ-retrieval and AV-retrieval
methods to increase the recall rates. According the experiments, we discovered that the
AIR block is an effect method to assist image retrieval. In the experiment of our proposed
method, ACQ-retrieval and AV-retrieval methods have higher Rec when retrieving the top
10 similar images. As to using which kind of methods, it is up to the query image. Our
proposed method can retrieve the images processed, and has higher recall rates and lower
retrieve time.

5. Conclusions. The target of a CBIR system is to search images in a large image
database system based on derived image features such as colors, textures and shapes. We
proposed three methods: VF-retrieval, ACQ-retrieval, and AV-retrieval to extract the
features of the images. The VF-retrieval method can find out the similar images quickly,
but the ACQ-retrieval and AV-retrieval methods can find out the images with higher
recall rates. Compared with these three methods, our method can lower the retrieval
time, increase recall rates, and achieve higher accuracy.
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