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Abstract. This paper focuses on the use of sequential speaker clustering of stereo audio
documents to obtain a classification of the different speech segments contained in those
documents, according to the speakers who are participating in the audio recording. In
general, speaker clustering is used as a second step in a global system of speaker diariza-
tion, where the first step deals with the task of speaker segmentation. However, in some
applications, the term speaker diarization is confused with speaker clustering. In such
applications, the homogeneous segments are automatically separated, like in telephone
answering machines or vocal boxes, where the vocal messages are already separated by
a sound beep. Even though in our global project we use two main techniques based on
speaker localization and speaker discrimination, in this paper we will describe only the
second technique, which uses a sequential clustering approach, in order to gather the
similar homogeneous segments into classes of speakers. Each class contains the global
intervention of only one speaker in the entire audio document. The sequential cluster-
ing approach uses a mono-gaussian measure (µG) that allows us to assess the degree
of similarity between the different homogeneous segments. The application concerns the
clustering of stereo debates between several speakers who are located at different positions
in the meeting-room. For the evaluation, experiments are conducted on a stereophonic
database called DB15, which is composed of 15 scenarios of about 3.5mn each and con-
taining two or three speakers speaking sequentially in every scenario. The new algorithm
shows good performances, when the length of the speech segments is over 4s. Keywords:
speaker clustering, speaker diarization, sequential clustering, stereo audio document, sec-
ond order statistical measures, mono-gaussian measures.

1. Introduction. Voice remains one of the most important means used by human beings
to transmit information to external world. Many organisms digitize and archive these in-
formation, allowing people to consult them in the future. However, read, listen or watch
these multimedia documents in order to extract particular information related to a par-
ticular speaker, seems to be a difficult task. It is also interesting to know the sequence
of speakers in the conversation. Moreover, in meeting recordings, usually, more than one
microphone is available to collect the speaker’s intervention. Speaker diarization systems
response to these needs by dividing the audio document into homogeneous areas: it is
known as the segmentation task [1] [2] [3] and gathering the areas coming from the same
speaker into a same cluster: this is the clustering task [4]. However, some applications
do not need the segmentation task since the homogeneous areas are already separated
by an automatic separation system such as in vocal boxes or telephone answering ma-
chines. According to Reynolds and Torres-Carrasquillo [5], there are 3 main applications
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in speaker diarization, namely: Broadcast news indexing [6], phone conversations indexing
and recorded meeting indexing. We propose in this paper a sequential speaker cluster-
ing algorithm using a mono-gaussian measure and which is applied to multi-conference
(multi-speaker debates) indexing. Speaker clustering consists in gathering the similar ho-
mogeneous segments into classes of speakers. At the end of the clustering process, we
obtain a number of clusters equal to the number of speakers present in the audio stream.
Each cluster contains the global intervention of each speaker in the document. In fact,
most of the proposed systems involve hierarchical clustering of the data into clusters where
the optimal number of speakers is unknown a priori. A very commonly used method is
called bottom-up clustering, where multiple initial clusters are iteratively merged until the
optimal number of clusters is reached, according to some stopping criterion [7]. This stop-
ping criterion is often estimated empirically and adapted to the database. However, by
using the sequential clustering [8], which consists in gathering the segments sequentially
over the time, the problem of the stopping criterion is resolved since the clustering algo-
rithm stops when all the segments are processed. Moreover, on one hand, this clustering
takes in consideration the neighborhood relationships between the segments, and on the
other hand, it can be used in real time applications because the segments are processed
sequentially. Hence, we have opted to use this sequential clustering in order to evaluate its
performances. Concerning the mono-gaussian µG measure, this one was chosen because
it offers the possibility to make discrimination between segments of different durations.
Furthermore, the mono-gaussian measures are easy to implement, fast in calculation, do
not need learning step and give good performances when the speech segment duration
is over 2 s. The sequential clustering algorithm is evaluated on a stereo database that
contains 15 meeting recordings (scenarios) and the recording process is ensured by using
two distant cardioid microphones that are placed in opposition at fixed positions.

2. Related works. Speaker clustering consists in gathering all the homogeneous speech
segments belonging to a same speaker. Most of the proposed systems involve some sort of
hierarchical clustering of the data into clusters, where the optimum number of speakers
or their identities are unknown a priory. A very commonly used method is called bottom-
up clustering, where multiple initial clusters are iteratively merged until the optimum
number of clusters is reached, according to some stopping criterions [9]. According to
the processing time and mode, we can classify the clustering techniques into two types:
on-line techniques and off-line techniques. As on-line clustering techniques, we can quote
the works of Mori and Nakagawa in 2001 [10], where a clustering algorithm based on the
Vector Quantization (VQ) distortion measure [11] is proposed. It starts processing with
one speaker in the code-book and incrementally adds new speakers whose VQ distortion
exceeds a threshold in the current code-book. In [12] Rougui proposed a GMM based
system, using a modified Kullback-Leibler (KL) distance between models. Change points
are detected as the speech becomes available and data is assigned to either speaker present
in the database or a new speaker is created, according to a dynamic threshold [9]. In 2007,
the authors of [13] proposed a new online speaker clustering algorithm using decision tree
and decision queue to cluster the segments.

Concerning the offline clustering, most of the reviewed algorithms use hierarchical
schemes. We can quote the following works: In 2004, Meignier and Gauvain proposed
a Generalized Likelihood Ratio (GLR) based metric with two penalty terms, penalizing
for large number of segments and clusters in the model, with tuning parameters [14].
Iterative Viterbi decoding and merging iterations find the optimum clustering, which is
stopped using the same metric. Other research is done using GLR as distance metric: Siu
et al. for pilot-controller clustering in 1992 [15], and Jin, Laskowski, Schultz and Waibel
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in 2004 for meetings diarization using the Bayesian information criterion (BIC) as stop-
ping criterion [16]. However, the most commonly used distance and stopping criterion
is the BIC criterion. In the same field, in 2006, Xavier proposed a speaker diarization
method for meeting rooms. It looks into the algorithms and the implementation of an
offline speaker segmentation and clustering system for a meeting recording, where usually
more than one microphone is available. He implements a train-free speech/non-speech
detection on such signal and processes the resulting speech segments with an improved
version of the mono-channel speaker diarization system [9]. Furthermore, most popular
speaker-clustering methods employ hierarchical agglomerative clustering (HAC), as it is
the case in the following works: Gish et al., 1991 [17]; Jin et al., 1997 [18]; Solomonoff et
al., 1998 [19]; Chen and Gopalakrishnan, 1998 [20]; Reynolds et al., 1998 [21]; Johnson
and Woodland, 1998 [22]; Ajmera et al., 2002 [23]; and Moh et al., 2003 [24]. Hierarchi-
cal agglomerative clustering (HAC) generates a cluster tree by sequentially merging the
utterances deemed similar to each other. Then, the tree is cut using the bayesian infor-
mation criterion [25]; [20]; [26] to retain the appropriate number of clusters. In a different
vision, the authors of [27], propose a system of speaker turn detection and clustering,
which is ensured by the use of the Direction of Arrival (DOA) information. Purification
of the resultant speaker clusters is then done by performing a Gaussian Mixture Model
(GMM) modeling on acoustic features. The system achieved a competitive overall DER of
15.32% for the NIST Rich Transcription 2007 evaluation task. In 2009, the authors of [28]
presented a novel Fuzzy-based Hierarchical Clustering algorithm (FHC) for speaker clus-
tering and investigated its performances with different similarity thresholds. Comparing
with the other conventional clustering algorithms, their method shows quite competitive
performances. In the work presented in [29], in 2009, a fusion based speaker clustering
system is developed, where the speaker segments are modeled by acoustic and prosodic
representations. The idea here is to model the speaker prosodic characteristics and add
them to the basic acoustic information estimated from the speaker segments, which leads
to a clustering improvement in some cases.
Concerning our motivation in this research work, there are three main points that have
motivated us:
- Firstly, we have noticed a lack in research works involving sequential speaker clustering:
that is the reason to choose this type of clustering;
- Secondly, our global application was ”speaker clustering in meeting-rooms”: that is why
we have proposed the use of two microphones (stereophonic speech) in order to make a
spatial localization (second part of this project);
- And finally, trying to solve the problem of stopping criterion, we have proposed a se-
quential clustering algorithm that is based on a mono-gaussian measure. This last one
has been introduced to assess the degree of similarity between homogeneous segments
of different durations and to gather the speech segments belonging to a same speaker,
without the need of stopping criterion.

3. Methods of speaker clustering. Most systems of speaker clustering use the hierar-
chical clustering like agglomerative techniques [30] or multiple channels techniques [31].
Other recent researches use the combination between the agglomerative and the sequential
clustering for the task of speaker diarization [32]. In this research work, we have chosen
the sequential clustering because, on one hand, this technique takes into consideration
the neighborhood relationship between the segments, which favors the gathering of the
segments that are close in time; on the other hand, and contrarily to hierarchical clus-
tering, sequential techniques can be used in real time applications because the segments
are processed sequentially in time when these last ones are collected. For the similarity
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measure, we chose the µG measure, which allows assessing the degree of similarity between
two homogeneous segments with different lengths [33].

3.1. Sequential clustering. The principle of this clustering is to consider the first seg-
ment as a first cluster, after that, the other homogeneous segments are compared sequen-
tially to it using a similarity distance. If the distance is less than an appropriate threshold,
the new segment is added to the old cluster; otherwise, a new cluster is created contain-
ing this new homogeneous segment. This process continues until all the homogeneous
segments are processed chronologically, one after the other (figure 1).

Figure 1. Principle of the sequential clustering. S represents a homoge-
neous segment, iter represents an iteration and Clus represents a cluster.
We can see the resulting clusters in the bottom of this figure (inside the
squares).

3.2. Mono-gaussian measures (or Second Order Statistical Measures). The pro-
posed method uses mono-gaussian models based on the second order statistics, and pro-
vides some similarity measures able to make a comparison between two speakers (speech
segments) according to a specific threshold. We recall bellow the most important proper-
ties of this approach [33].
Let {xt}1≤t≤M be a sequence of M vectors resulting from the P-dimensional acoustic anal-
ysis of a speech signal uttered by speaker X . These vectors are summarized by the mean
vector x and the covariance matrix X:

x̄ =
1

M

M∑
t=1

xt (1)

and

X =
1

M

M∑
t=1

(xt − x̄)(xt − x̄)T (2)

Similarly, for a speech signal uttered by speaker Y , a sequence of N vectors {yt}1≤t≤N

can be extracted. By assuming that all acoustic vectors extracted from the speech signal
uttered by speaker X are distributed like a gaussian function, the likelihood of a single
vector yt uttered by speaker Y is:

G(yt/X) =
1

(2π)p/2(detX)1/2
e−(1/2)(yt−x̄)TX−1(yt−x̄) (3)



348 H. Sayoud and S. Ouamour

”det” represents the determinant.
If we assume that all vectors yt are independent observations, the average log-likelihood
of can be written as

Gx(y
N
1 ) =

1

N
logG(y1...yN/X) =

1

N

M∑
t=1

logG(yt/X) (4)

by replacing

yt − x

by

yt − y + y − x

and using the property

1

N

N∑
t=1

((yt − ȳ)TX−1(yt − ȳ)) = tr(Y X−1) (5)

where ”tr” represents the trace of the matrix,
we get

2

P
Gx(y

N
1 )+log(2π)+

1

P
log(det(Y )) =

1

P

[
log(

det(Y )

det(X)
)− tr(Y X−1)− (ȳ − x̄)TX−1(ȳ − x̄)

]
(6)

the Gaussian likelihood measure µG is defined by:

µG(X ,Y ) =
1

P

[
−log(

det(Y )

det(X)
) + tr(Y X−1) + (ȳ − x̄)TX−1(ȳ − x̄)

]
− 1 (7)

we have:

ArgmaxxGx(y
N
1 ) = ArgminxµG(X ,Y ) (8)

One possibility for symmetrising this measure is to weight this measure and its dual term
by the coefficients M and N. Thus, the formula of the µG statistical measure is given as
follows [34]:

µGβ(X ,Y ) = (M.µG(X ,Y ) +N.µG(Y ,X))/(M +N) (9)

3.3. Analysis of the homogeneous segments. Each homogeneous stereo segment is
analyzed as follows: At the beginning, we transform the stereo segment into a mono
speech segment by choosing the channel for which the speech segment has a higher energy.
After that, the speech signal is decomposed in frames of 512 samples (32 ms) at a frame
rate of 256 samples (16 ms). The signal is not pre-emphasized. For each frame, a Fast
Fourier Transform is computed by providing 256 values representing the short term power
spectrum in the 0-8 kHz band. This Fourier power spectrum is then used to compute 37
filter bank coefficients called MFSC or Mel Frequency Spectral Coefficients [35] (figure 2).
At the end, each segment is decomposed into several stationary frames (with 37 MFSC
coefficients by frame). The next step is to compute the mean vector and covariance
matrix in every frame. Thus, the mean vector is represented by 37 components and the
covariance matrix is represented by 37x37 components [36].
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Figure 2. Principle of the MFSC extraction. The speech signal is spitted
into N frames and in each frame the FFT transform is estimated in order
to compute the Mel-logarithmic energies (MFSC).

3.4. Clustering algorithm. To achieve the clustering task, we have developed an algo-
rithm based on a sequential technique, which is characterized by the following points:

- The different homogeneous segments are represented by their instants of beginning
and end, and their numbers in the audio document (see the labels in the bottom of figure
3);

- The new technique consists in the application of the µG similarity measure between
every pair of segments, in order to gather the similar homogeneous segments with regard
to the speakers present in the audio document (see figure 4). This is ensured by using
a sequential process of all the segments (processed over the time), as described in the
following algorithm:
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Figure 3. Every homogeneous segment is indexed by two labels: instant
of beginning and instant of end (see the labels in the bottom).

If distance[segment(i), segment(j)] ≤ threshold
→Then segment(i) and segment(j) come from the same speaker;

If distance[segment(i), segment(j)] > threshold
→Then segment(i) and segment(j) belong to different speakers;

Redo the process by incrementing the indices.

Figure 4. The µG measure is computed between every pair of segments:
a distance less than the threshold means that the segments belong to the
same speaker (same cluster).

- Then, a new reorganization of the different clusters is applied by gathering the seg-
ments belonging to each speaker and assigning them new numbers, with the corresponding
time of beginning and time of end. The estimated number of speakers will be equal to
the new total number of clusters that are found in the audio document (see figure 5).
- Finally, a graphical representation over the time of the different homogeneous segments

is done, which will indicate the speaker (cluster number) who has spoken at each segment
(see figure 6).
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Figure 5. All the equivalent segments are given the same cluster number.
The final number of clusters will indicate the number of speakers sharing
the discussion.

Figure 6. Graphic representation of the clusters over the time.

At this stage, it is easy to collect the speech of any speaker present during the discussion,
since all his speech clusters are delimited in time and already memorized.

4. Speech database. The sequential clustering algorithm is evaluated on a stereo data-
base which we called DB15. The audio database includes 15 recordings of multi-speaker
meetings that are divided into 10 conversations between 2 speakers and 5 conversations
between three different speakers who are speaking alternatively in a natural manner. Each
speech recording is performed in stereo form by two cardioid microphones placed in op-
position and separated by a fixed distance. The duration of each scenario is between 3mn
and 4mn. Thus, the total duration is about 40mn of speech. The speakers are seated at
one of the 3 fixed positions of the meeting room: Left, Middle or Right (figures 7 and 8).
The distance between the 2 microphones is 1m and the global number of speakers used
to construct these scenarios is 6 different speakers: 4 females and 2 males.
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Figure 7. Example of a disposition with 3 speakers who are present in
the meeting-room: the speech signal is recorded by 2 cardioid microphones.

Figure 8. Pictures of the cardioid microphone: left disposition and right
disposition respectively. The left one is oriented toward the right and the
right one is oriented toward the left.

5. Results and discussion. We have implemented a sequential algorithm using a mono-
gaussian measure (µG ) in order to gather the different homogeneous segments into a same
cluster. The overall results are exposed and discussed in detail. For concreteness and in
order to see the evolution of the algorithm, we present, here below, some results obtained
with scenario 1, which is taken as an example:
- Table 1 presents the different homogeneous speech segments of the scenario 1, numbered
from 1 to 9 (duration of about 3min 30s). This table displays the moments of beginning
and end of each segment.

Table 1. Distribution of the homogeneous speech segments of the scenario
1. This table shows the number, the instant of beginning and the instant
of end of each segment.

Segment begining (s) 1 19 52 76 93 113 152 174 201
Segment end (s) 19 52 76 93 113 152 174 201 210
Segment number 1 2 3 4 5 6 7 8 9

- For the clustering step, we use the µG similarity measure which allows gathering the
similar homogeneous segments (belonging to the same speaker). The clustering algorithm,
in this example, finds 3 clusters against 2 clusters really existing in the considered audio
stream (see table 2). Once we gather the different segments into clusters, the algorithm
displays the different segments with their corresponding cluster number obtained after
the clustering process (as described in table 2).

Figure 9 represents the final result of the sequential clustering using the µG measure,
where, we notice 3 different clusters (3 speakers) presented versus their chronological time
of participation in the audio document (3mn 30s of length). For a comparison purpose, we
have also represented on figure 10 the 2 real speakers present in the same scenario. The
comparison between the two figures 9 and 10 shows that the algorithm has made 2 errors
in this scenario: the first error concerns the segment 6 that is gathered in the first cluster
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Table 2. Display of the segments with their cluster numbers in scenario
1. This table shows the number, the instant of beginning and the instant
of end of each segment, after the clustering process.

Segment begining (s) 1 19 52 76 93 113 152 174 201
Segment end (s) 19 52 76 93 113 152 174 201 210
Segment number 1 2 1 2 1 1 1 3 1

(false alarm error) while this last one belongs to the second cluster really, and the second
error concerns the segment 8 which is considered coming from another speaker (cluster 3)
while it really belongs to the second speaker (this error is called missed detection error).
Thus, we have defined two scores:

- Score of Good Clustering (GC) defined by the ratio between the number of homogeneous
segments that are well gathered and the total number of homogeneous segments:

GC =
number of segments that are well gathered

total number of segments
∗ 100 (10)

- Score of Homogeneity of the Clusters (CH) represents the mean of all the cluster ho-
mogeneities of the scenario (eg. in the case of the scenario 1, there are 2 clusters, so two
cluster homogeneities). The cluster homogeneity of each cluster i (CHi) is defined by the
ratio between the number of clusters that belong really to this cluster and the number of
all segments gathered in cluster i (number of real segments plus false alarms):

CHi =
number of segments belonging to cluster i

number of all segments of cluster i
∗ 100 (11)

CH =
1

N

N∑
i=0

CHi (12)

with N representing the number of clusters in the scenario.
The different scores of clustering and homogeneity, estimated in each experiment, are

given by figures 11 to 14.
- Figures 11 and 12 display respectively the clustering score and the homogeneity score

obtained for each scenario in the DB15 stereo database. We can notice that the GC
reaches the 100% rate for 8 scenarios; it is between 85% and 91% for 4 scenarios and
between 66% and 78% for 2 scenarios (figure 10). Concerning the CH, this last one is
over 91%, it can reach 100% for most of the scenarios, and it is between 79% and 89%
for three recordings. However, for the 7th recording, the system presents a total failure
(figure 11).

- In figures 13 and 14, we present the mean values of the GC and CH scores, calculated
from the 10 scenarios containing 2 speakers (in light gray), from the 4 scenarios containing
three speakers without considering the 7th scenario (in dark gray), and those of all the
scenarios without considering the 7th scenario (in black). We remark that the GC and
CH scores for the clustering of 2 speakers (GC equal to 95% and CH is about 96%) are
better than those obtained with 3 speakers (GC equal to 86% and CH is about 90%), as
shown in figures 12 and 13 respectively, which means that these scores decrease when the
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Figure 9. The new clusters found after the clustering technique: 3 dif-
ferent speakers have been found in the audio stream. The first speaker
(cluster) is denoted by 1, the second by 2 and the third by 3.

Figure 10. The 2 clusters of reference: each cluster represents a real
speaker. In the indexing file of reference, two speakers (clusters) are present,
denoted here by speaker 1 and speaker 2.

number of speakers increases.
However in the overall the average GC is about 93% and the average CH is about 95%
for all the scenarios (except the 7th scenario), which represents an encouraging result.
- The last figure (figure 15), gives the number of clusters (speakers) in each scenario

obtained after the clustering process. We can notice that for the 10 scenarios containing
2 speakers (from scenario 1 to 6 and from scenario 10 to 14), the clustering algorithm
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Figure 11. Score of good clustering for each scenario. We notice that
the clustering is performed successfully except for the 7th scenario, which
presents a failure.

Figure 12. Score of cluster homogeneity for each scenario. We notice that
the clustering is performed successfully except for the 7th scenario, which
presents a failure.

manages to detect successfully the real number of speakers in 9 scenarios over 10. In the
case of the first scenario, one more cluster is detected (3 clusters instead of 2). Concerning
the scenarios with three speakers, the algorithm detects 3 clusters in 3 scenarios and 6
clusters in one scenario. However in the case of the 7th scenario, the algorithm detects
12 clusters while the real number of clusters is only 3, which represents a failure of the
system. The cause of this failure is explained in the next paragraph.
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Figure 13. Score of good clustering for the different scenarios. We can
notice that the score got with 2 speakers is better than that obtained with
3 speakers.

Figure 14. Score of cluster homogeneity for the different scenarios. We
can notice that the score got with 2 speakers is better than that obtained
with 3 speakers.

Strengths and weaknesses of the method. Trying to response to the question:
Why the clustering algorithm presents a failure for certain scenarios?, we have represented
the duration of the shortest speech segment in each scenario in table 3 below.
According to this table, we can deduce that the clustering algorithm using the mono-
gaussian measure (µG ) cannot give good performances if the duration of the speech
segments is less than 3s.



Speaker Clustering of Stereo Audio Documents Based on Sequential Gathering Process 357

Figure 15. Estimated number of clusters in each scenario. Note that the
maximum number of speakers, in reality, is 3 speakers: some of the scenarios
have 2 speakers (clusters) and the others have 3 speakers (clusters).

This is really the case in the 7th scenario, where the duration of some segments do not
exceed 2s in several cases of this audio stream. This situation causes the failure of the
similarity measure to gather such segments and the result is then the creation of additional
clusters (12 clusters instead of 3 clusters in scenario 7). In another situation, like in
scenario 1, the error of clustering is due to the resemblance of the speech features between
the two speakers of the scenario, which causes confusion between their speech segments.
Therefore, in the overall, we can state that this method gives good performances when
the duration of the homogeneous speech segment exceeds 4s in the audio recording.

Table 3. Duration of the shortest homogeneous segment in each segment.
This table is displayed in order to show the effect of the short segments on
the failure of the system.

Scenario Duration of the shortest segment in second

scenarios 1, 2, 3, 4, 6, 10, 12, 13,
14, 15 and 16

between 8s and 22s

scenario 5, 17 and 18 between 3s and 5s
scenario 7 2s (failure)

6. Conclusion. The application of our investigation is the speaker clustering of audio
documents related to meetings that are recorded by the means of two cardioids micro-
phones (stereo audio documents). This task is made in a purpose of gathering the different
homogeneous segments with regards to the speakers present in the considered document.
Although, most existing clustering techniques are based on hierarchical clustering as ag-
glomerative schemes, however, such systems present two problems: finding the stopping
criterion and choosing the threshold of clustering decision. In this research work, we have
tried to solve the first problem by proposing a sequential clustering approach based on
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second order statistical measures that are used in order to gather the similar homogeneous
segments correctly. Our sequential clustering approach uses a mono-gaussian statistical
measure, called µG , which is able to assess the degree of similarity between the different
homogeneous segments (even if they have different lengths). Experiments are done on a
stereophonic database containing 15 scenarios and the corresponding results can be sum-
marized by the obtained scores of good clustering (GC) and scores of cluster homogeneity
(CH), as follows:

- score of 95.11% of good clustering, in case of scenarios containing 2 speakers;
- score of 86.36% of good clustering, in case of scenarios containing 3 speakers;
- score of 92.61% of good clustering for the whole scenarios;
- score of cluster homogeneity of 96.8%, in case of scenarios containing 2 speakers;
- score of cluster homogeneity of 90.06%, in case of scenarios containing 3 speakers;
- score of cluster homogeneity of 94.87% for the whole scenarios.

In the overall, we can notice that the results are interesting and very promising if the
durations of the homogeneous speech segments contained in the audio file exceed 4s.
However, when the audio recording contains several speech segments that are shorter
than 3s, the system presents a failure. Furthermore, the simplicity of the proposed se-
quential clustering shows that the implemented algorithm can be interesting for the task of
speaker diarization of meeting recordings such as debates, interviews or multiconferences.
In the future, we will try to use competitive clustering methods using other stereophonic

techniques like the differential energy based technique which seems to be very appropriate
for the case of stereo audio streams.
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