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Abstract. Steganographic algorithms work in different ways to embed secret data into
cover media. In this paper, techniques are presented which aim at the prevention of
steganography usage in digital audio data, independent of the underlying algorithm.
Differing from other approaches which try to detect embedded data or perform time-
consuming computations as part of their process, we focus on a comprehensive steganog-
raphy prevention which works in real-time on any audio data. In addition our techniques
aim at minimizing the audio quality degradation, making them usable for different fields
of application. Tests of our system show the effectiveness of the proposed techniques: The
steganographic receiver is disturbed, resulting in increased bit error rates and rendering
the steganographic channel unusable or at least limiting its usability. We also evaluate
the resulting audio quality and compare our implementation to the StirMark for Audio
benchmark. The results show that our apprach is different from this attack suite as we
propose novel methods not available within StirMark for Audio and our emphasis is the
preservation of the audio quality. The promising quality results as well as the prevention
effectiveness justify the existance of our techniques as an enhancement to the StirMark
for Audio benchmark.
Keywords: Steganography, Attacks, Real-time Processing, Audio Quality Preservation.

1. Introduction. Steganography is the science which deals with hidden information ex-
change. While cryptography protects the content of secret data, the goal of steganography
is to conceal the mere existence of secret information [23]. In technical steganography,
digital data like images, audio and video files are used as cover media [36]. In our research,
the focus has been set to audio steganography, where we mostly used Voice-over-IP (VoIP)
communications as cover media. Because of the characteristics of the human auditory sys-
tem (HAS), the application of steganography in this area is a challenging task. This is
due to the fact that the HAS notices slight changes in the audio data more quickly than
e.g. the human visual system (HVS) reacts on small distortions in pictures [4, 5]. Due
to the sensitivity of the HAS, there are three important requirements for steganography
when applied to audio data: Undetectability and inaudibility, robustness and capacity
[2, 41].

A clear motivation for the aim to prevent steganographic communications is the fact
that this technology can well be exploited to support organized crime [38]. Further, look-
ing at methods for steganography prevention also leads to new approaches for the design
of robust steganographic algorithms, which therefore justifies the research on prevention
techniques. Also only little research has been done on this field in recent works (see
Sect. 2).
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We define several requirements for the prevention of steganography, where the im-
portant requirements for audio steganography have to be kept in mind when designing
attack techniques. Related to the first requirement for audio steganography, all defense
techniques shall be undetectable in a way that the audio quality is not degraded by the
specific attack technique. Further, we dissociate this work from steganalysis. Steganalysis
aims at the detection of embedded data present in a given cover medium. This process
can be done through statistical analysis as well as more sophisticated techniques, dealing
with specific parameters of the audio signal [11, 12]. In contrast, the presented attack
techniques shall be applicable on all kinds of audio material, having the goal of interfering
the steganographic receiver if there exists a steganographic communication. On the other
hand, if no steganographic communication is present, the techniques can be applied as
well. Due to the fact that no noticeable disturbances are introduced to the audio signal,
this approach does not harm the underlying communication, e.g. a VoIP call.
The major contribution of this paper is a novel combination of various basic signal

processing operations for the generic prevention of steganographic communications in
audio cover media. While many of the existing approaches, dealing with steganographic
prevention, perform some kind of steganalysis (see Sect. 2), our approach is different. As
mentioned above, no evidence for the existence of embedded data is searched. This way
the processing time is negligible, making it possible for our techniques to work in real-
time environments, e.g. on a router between two VoIP clients. Further, the parameters
of the attack techniques are chosen in such a way that the quality of the audio data is
not negatively influenced. Therefore our method is usable on all kinds of audio streams,
disturbing a possible steganographic receiver while keeping a reasonable audio quality.
This paper is organized as follows: In Sect. 2 related approaches, dealing with the

prevention of steganographic communications, are highlighted and the distinction of our
work is pointed out. Section 3 details our novel contributions. Each involved signal
processing operation as well as its implementation and purpose in the overall system is
outlined. Results from tests with our working prototype are presented in Sect. 4. This
section shows the outcome of evaluating the quality of audio signals before and after
application of the described techniques. In addition the efficiency of our techniques is
tested against three steganographic algorithms. All results are further compared to the
attack types from StirMark for Audio [8]. Ideas for improvements and future research
conclude this paper.

2. Related Work. Research related to this paper can be divided into three areas. On the
one hand techniques have been proposed which aim at the attack of digital watermarking
or steganography systems. In this area different attacks and attack suits have been evolved
both for digital images and audio data as cover media. The second part are works which
deal with the detection of embedded data. This area has been investigated in recent
research and we will give a short overview on such approaches and their difference to our
proposed techniques. Finally this section will also show methods to recover embedded
data from media which has been damaged by some kind of attack. While such research
is contrary to our goal it is still important to regard the approaches in this area, at least
to improve the proposed methods.

2.1. Attacks on Digital Watermarking and Steganography Systems. While [42]
mentioned attacks on steganographic systems several years ago, they focused on dig-
ital images as cover media. Further their attacks were directed to certain tools per-
forming steganography. As a consequence, no comprehensive prevention techniques were
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described. In 1998 the first version of StirMark was published, a benchmark for water-
marking systems which applies various signal processing modifications and attacks on the
cover media in order to render the embedded data unusable [34, 35]. The first version
of the StirMark benchmark [33] was built for image watermarking and steganography
algorithms, hence [35] mainly focuses on digital images. However some notes on the
introduction of jitter into audio data are given, a method which we took up and imple-
mented it as “variable time delay” (see Sect. 3). After StirMark was released the initial
researchers as well as other scientists improved the first version and in 2001 a StirMark
benchmark for audio cover media was described in [40]. This work has been enhanced by
the addition of lossy compression techniques like MP3 and Ogg [7]. In [8] an updated view
on StirMark for Audio benchmarking is given and all implemented attacks are listed and
described briefly. We will base our evaluation on this most recent paper and the software
available at [39] (see Sect. 4).

[10] looks at the prevention of network steganography by an active warden. The goal
of this research has been to stop all steganographic communications at a network firewall.
While unstructured carriers like images and audio files are also mentioned, their focus lies
on structured carriers like a TCP/IP communication where secret data is embedded in
unused protocol header fields. For the actual prevention techniques [10] introduced the
Minimal Requisite Fidelity (MRF). MRF denotes the level of destruction of the carrier so
that it is still accepted by users while the embedded data is destroyed. Our work enhances
the work from [10] by focussing on audio data, an unstructured carrier, for which an active
warden is implemented that is able to work in real-time.

In 2000 a competition has been started on digital watermarking robustness, announced
by the Secure Digital Music Initiative (SDMI). The goal was to break various audio
watermarking techniques, but no restriction was given about the resulting quality [6].
In [44] attack approaches on SDMI watermarks have been published. While some of
these attacks require the study of the embedding algorithm (non-blind attacks), they
also mention pitch shifting and “time axis warping”. But although it is said that their
approaches successfully attacked the SDMI watermarks, no actual evaluation results of the
strategies are given. Therefore, performed attacks may as well degrade the audio quality
by an unacceptable amount while our techniques try to keep up the original quality as
much as possible.

Related to our approach is the work from [3] which deals with attacks on digital audio
watermarking systems. In this work watermarking attacks are grouped into four cate-
gories: Removal, desynchronization, embedding and detection. For each group, several
attacks are described but no evaluation is done to show the actual efficiency of the attack
categories as well as their processing time. Our approach enhances this work by giving
an overview of the performance as well as the audibility of the prevention techniques.

The idea of steganography jamming by a method called “double-stegging” is introduced
by [1]. In this scheme a second embedding process shall disturb the receiver, trying to
extract the first embedding. However no further jamming methods are pointed out and
no evaluation about the efficiency of the proposed techniques is given.

2.2. Detection of Embedded Data. In the research from [32], VoIP communications
are the main focus. It is stated that steganalysis is a tough task for VoIP streams because
of the high bandwidth available. Due to this fact a scheme is presented which analyzes
steganography in VoIP using misuse patterns. Such patterns depict the application of
steganography and can as well be used to find ways for the prevention of occurred em-
bedding [32]. The system from [24] uses various information, statistically gathered and
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extracted from the cover medium, in order to detect embedded messages. First the char-
acteristic of the embedded message is used as input for the detection process. As different
formats, e.g. plain text or encrypted data, produce different statistics, this is an important
factor for steganography detection. Further the characteristics of the cover medium and
the steganographic algorithm are considered as well. For example, the difference between
the original and modified cover medium reveals various information about the embedding
[24].
The main issue with these approaches is the fact that their focus lies on the detection

of embedded data, i.e. steganalysis. Afterwards ways are searched to prevent an existing
steganographic communication [24, 32]. As steganalysis is a complex task which depends
on the embedding scheme as well as the cover medium, such processes cannot be done
in real-time, hence making those systems inapplicable for real-time environments. Fur-
ther steganographic algorithms can be made robust against steganalysis, e.g. using the
evaluation scheme from [27]. This makes them theoretically undetectable by steganalysis
systems. However, modifications applied to the communications channel can still harm
the steganographic receiver. Hence steganographic communications can still be disturbed,
even if they are steganalysis-proof.

2.3. Recovery of Embedded Information. An early work on watermark recovery was
done by [22], focussing on digital images as cover media. In the process of watermark
embedding, this system inserted “feature points” which shall support the extraction pro-
cess in recovering the embedded watermark. Dealing with digital images, tests have been
done with operations like scaling and rotating.
As cropping is a common attack which can also happen due to lost packages during a

network communication, [15] proposed an algorithm for audio data which can recover an
embedded message even if a cropping attack occurred. However no other attack scenarios
are considered, leaving this algorithm vulnerable to prevention techniques.
Another audio watermarking algorithm was introduced by [29]. Comparable to the

feature points from [22], “salient points” are spotted inside the audio signal. Such points
are for example chosen on positions with rapid energy transition. This is due to the
consideration that such areas shall not be disturbed too much inside an audio signal
as this would otherwise degrade the resulting audio quality [29]. Hence these salient
points are used to support the extraction process. Tests with StirMark for Audio still
demonstrate a high BER, especially when doing frequency domain attacks and cropping.
Summarizing it can be said that recovery algorithms can protect the embedded data

in supporting the extraction process after one of a predefined set of attacks has been
performed. However such watermarking or steganographic algorithms are still potentially
vulnerable to other kinds of attacks.
Our work distinguishes itself from other publications by the fact that no steganaly-

sis is performed and our approach focuses on audio steganography rather than digital
watermarking [3] or images as cover media [42] and is able to perform in real-time on
unstructured rather than structured carriers [10]. Further our attack techniques are com-
binable while StirMark for Audio only allows for one attack at a time [8, 33] and we
enhance the StirMark for Audio suite by novel attack methods. Basic signal processing
operations are combined in a novel way with the goal to interfere with the steganographic
receiver. There are three important features: First, our system is not focused on a specific
steganographic algorithm, but can be utilized on any audio data, even if no embedding
was performed. Second, the attack techniques do not degrade the quality of the cover
audio signal, making it suitable for different areas of application. Third, as only basic



Real-time Attacks on Audio Steganography 51

operations are performed our system works in real-time, making it applicable for VoIP
streams.

3. Attack Techniques. In this section the signal processing operations making up our
novel approach are pointed out and their usage for the prevention of steganographic com-
munications is described. The presented techniques can be divided into two categories,
comparable to the removal and desynchronization attack categories from [3]. On the one
hand we describe and implement techniques which model the behaviour of some commu-
nications channel or network connection (“natural” modifications). On the other hand,
there are mechanisms which perform modifications on the audio signal that would not
happen due to outer influences (“malicious” modifications). The categories embedding
and detection which were further described by [3] are not in our focus. This is because
these approaches are potentially more time-consuming while we aim at real-time process-
ing without trying to detect any embedded data.

All techniques work block based, which means that the audio signal is processed in
blocks b1, . . . , bn of same length. For techniques which work directly on the audio data
in time domain the modifications on one block bi can be performed sample by sample.
To be able to work in a transform domain as well our preprocessing stage has the ability
to transform a block bi into its corresponding block in frequency domain, Bi. This is
done via the fast fourier transform (FFT) algorithm. After modifications the inverse FFT
algorithm is used in the postprocessing stage, transforming the block Bi back into the
time domain block bi.

The following paragraphs describe the workings of each signal processing operation
used in our approach on one block of the audio signal, bi or Bi. Afterwards a note on the
implementation is given, outlining important aspects of our implementation.

3.1. “Natural” Modifications. Techniques from this category model existing behaviours
which have real-world causes. Belonging to this category are processes which have nat-
ural issues, like noise addition. Further, occurrences arising from network transmission
behaviour and analogue transmissions are considered.

These effects can happen at any time, so an observer cannot tell whether the modifi-
cations have been done by our techniques or by some real-world event. As a consequence
these techniques are not suspicious, even if they are detectable e.g. by analyzing the
waveform of a signal.

White noise. An obvious technique for the disruption of steganography in any media is
the addition of white noise, where individual samples are changed by a random value
hence modeling electrical noise.

Noise addition or interference happens to transmitted signals on various communication
channels, e.g. due to thermal noise or crosstalk. As a consequence audio data is affected
as well when transmitted over such channels. Due to an increased noise level and changed
sample values the steganographic receiver may not be able to extract all the embedded
information correctly, depending on the actual embedding algorithm used. This operation
directly influences the quality of the audio signal, which degrades with an increasing
noise amplitude. In general a signal-to-noise ratio (SNR) above 20dB guarantees for a
reasonable audio quality. As a consequence our approach uses very little noise amplitudes,
therefore keeping the SNR above 20dB and minimizing the influence on the audio quality
while still interfering with the steganographic receiver. Figure 1(a) shows an example of
a noise signal which has been added to a block of the audio signal. The result shows
Fig. 1(b), where the original signal is shown as solid curve and the audio signal including
the noise is shown as dotted curve.
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(a) White noise signal, zoomed
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(b) Original and modified signals

Figure 1. White noise addition

Packet loss. When dealing with VoIP transmissions the speech data is sent via RTP [37]
which is built upon UDP, a connection-less data transmission protocol. In this context
connection-less means that lost packets are not detected as there are no acknowledgements
sent. This behaviour makes sense for telephony applications, as resent packets with speech
data would make no sense at a later point of the conversation. Further the overhead of a
connection-oriented protocol disappears.
However, for steganographic applications the loss of one speech packet is analogous to

lost embedding information at the receiver. Depending on the area of application the
lost time duration normally lies in the range of some milliseconds. For example VoIP
transmits 20ms of speech within one RTP packet. As 20ms is such a short time duration,
the fluency of the active conversation is not disturbed. From a steganographic point of
view some data is eventually lost, depending on the steganographic algorithm and its
actual extraction process.
As with other techniques the time duration for the packet loss modeling shall not be

chosen above a certain threshold, otherwise the introduced pauses will wreck the quality
of the ongoing conversation. In our prototype implementation at most 20ms of audio
data, i.e. the content of one RTP packet, are discarded at once. Figure 2(a) shows 2s of
an original audio signal while Fig. 2(b) shows the same signal after modifications. Blocks
of 20ms have been discarded over the whole speech, where the gaps between those blocks
were chosen randomly. The influences of this technique are noticeable but not suspicious
for VoIP communications in congested networks.

Sample shifting. This technique models the behaviour of resampling or an analog-to-
digital (A/D) conversion. In the case of an over-the-air transmission the signal is re-
sampled at the microphone of the receiver, hence the sampling points are shifted versus
those at the sender. For steganographic algorithms such shifted sampling points may be
a problem for the extraction process. This is especially true if no synchronization is done
at the receiver. Therefore this technique can disrupt the steganographic communication
while having no influence on the quality of the underlying audio signal.
Figure 3(a) shows an original audio signal, whereas Fig. 3(b) shows the same audio

signal with samples shifted by the factor 0.38473 (48.09µs in this example). The sampling
points on both plots have been highlighted for easier comparison.
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(a) Original signal
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(b) Modified signal

Figure 2. Packet loss simulation
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(a) Original signal
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(b) Modified signal

Figure 3. Sample shifting

3.2. “Malicious” Modifications. Techniques from this category perform malicious mod-
ifications. These are effects which would not occur in other circumstances, i.e. without
the usage of our techniques. Due to this constraint these techniques have to take care
that the modifications are not easily detectable by an observer. Further, an acceptable
audio quality has to be preserved.

Variable time delay. If an audio signal contains static time delays the steganographic
receiver can detect and bypass them. Therefore this approach deals with time delays whose
duration varies over time, i.e. introducing delay jitter into the audio signal. This technique
has already been briefly described in [35] but without giving a concrete implementation.
Further the description from [35] only mentions a fixed block length where one sample is
deleted or introduced, while our implementation is able to vary those parameters.

The advantage of this technique is that it does not influence the audio quality when
a short delay time is chosen and the period, after which another delay is introduced, is
large. Typical parameters for the tests of our prototype implementation introduced delays
of less than 10ms over a period of about one second.
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As such delays correspond to phase shifts in the frequency domain the receiver analyzes
other sample values than the sender. Therefore steganographic algorithms which do not
continuously synchronize themselves during extraction are seriously harmed by this kind
of technique.
For the application of this technique two variables have to be defined. tm is the time

duration in which one sample is added or removed from the audio signal and td is the
duration of the desired time delay. For both, tm and td, only upper and lower limits are
configured. The concrete values for the current block are chosen randomly at run time.
To introduce the variable delay these values are slightly modified for each new delay.

Therefore the algorithm works in two steps: First, until reaching a delay of td one sample
is added every tm seconds. Second, after a delay of td seconds was introduced one sample
is deleted every tm seconds. Due to the second step the length of the audio signal nearly
stays the same which is necessary for some environments like VoIP connections or when
dealing with WAV files.
Figure 4(a) shows an audio signal without (solid curve) and with introduced variable

delays (dotted curve). As it can be seen, after a delay of duration td is reached the
signals start overlapping each other, meaning that the delay which was added beforehand
is cleared. Afterwards another delay with a new duration td starts, deferring the dotted
curve. An example of different delays generated during the processing of an example
audio signal shows Fig. 4(b).
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Figure 4. Variable time delay

Frequency shifting. This technique works in the frequency domain hence operating on
blocks Bi. The goal is to shift the whole signal by a specific frequency factor ∆f to disturb
the steganographic channel while maintaining a good audio quality. The frequency factor
∆f shall be a fraction of one halftone, i.e. fractions of 12

√
2 as an octave consists of 12

halftones [17].
When changing the frequency of an audio signal it has to be noted that the individual

frequencies must not be additively increased or decreased by ∆f . This is due to the
fact that frequencies and halftones are logarithmically related to each other [17]. As a
consequence a multiplication by the halftone factor ∆f is required for an undisturbed
modification. When shifting all frequencies of an audio signal by this factor through
multiplication, the resulting signal may sound clearer or darker. However the overall
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quality stays the same. When choosing a small ∆f (less than 1/5) no changes in the
resulting sound are noticed (see Sect. 4).

Figure 5 shows 30ms of an example audio signal which was shifted by the factor
1.011546, about 19% of one halftone. In Fig. 5(a) the impacts on the time domain are
presented (the original signal is shown as solid curve while the modified one is shown as
dotted curve). As it can be seen the effects of this technique on the time domain signal
are quite severe. However as mentioned before, if ∆f is chosen appropriately no audible
mutations are noticeable. In contrast Fig. 5(b) compares the original (solid curve) and
modified (dotted curve) signals in the frequency domain, showing frequencies up to 4kHz.
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Figure 5. Frequency shifting, original and modified signals

3.3. Implementation. The attack techniques mentioned above have been integrated
into our software framework for steganographic communications [30], which was origi-
nally used for embedding and extraction. The framework currently is able to work with
PCM, A-law and µ-law encoded audio signals, coming from an RTP stream (VoIP com-
munication), the sound card or WAV files. Due to its modularity we were able to integrate
the attack techniques as “special” embedding algorithms which are fed with audio data
from the framework and return modified audio data for output or transmission.

We now want to note some implementation details and important aspects:

1. White noise is generated with a random number generator, where the rand() func-
tion from the libc is used [25]. This function does not generate as random output
as for example the kernel random number source device /dev/random. Therefore
we also optionally support the usage of this device file. It is not used by default
because it will block if not enough entropy is available [26] which is not tenable for
a real-time application.

2. Some techniques require an interpolation of the processed signal for the following
manipulation. For example when shifting samples we increase the sampling rate
through interpolation to do the actual shifting by some fraction of the original audio
sampling rate. For this task the GNU scientific library (gsl) [13] is used, in particular
their implementation of the spline interpolation. In order not to be forced to do
extrapolation we always keep one sampling point from the previous processed signal
block and perform the interpolation between the kept sample and the last read
sample.
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3. As already mentioned our framework and hence also the built-in attack techniques
are able to work in real-time. However if a conversion of a block of samples into
the frequency domain is necessary, a short delay has to be introduced. In the case
of our proposed techniques, the frequency shifting method obviously works in the
frequency domain. Therefore, at the start of the communication it has to wait for a
configurable amount of time (normally in milliseconds) to perform the first FFT. As
a consequence a delay is introduced on the communications channel, corresponding
to this time duration. By default the block length for one FFT is set to 10ms. Hence
the implementation complies with the ITU-T recommendation for a maximum one-
way delay of 150ms [21]. For FFT and IFFT operations the fftw library is used
[9].

For the tests of our proposed techniques (see Sect. 4), three instances of our framework
have been employed: One end performed the embedding, a “Man in the Middle” executed
some kind of attack and the other end tried to extract secret data.

4. Evaluation. This section shows the performance of our attack techniques. First the
quality of audio files before and after modifications have been applied is tested in order
to make a statement about the resulting quality difference due to our techniques. Af-
terwards the impacts of the individual attack methods on the steganographic receiver is
demonstrated, showing bit error rates (BER) for three different embedding algorithms.
Further the relationship between attack technique and embedding algorithm, based on
the test results, is investigated and the possibility of error-correction codes (ECC) as a
countermeasure against attack techniques is considered.

4.1. Audio Quality Evaluation. To rate the quality of audio signals the Perceptual
Evaluation of Speech Quality (PESQ) test [20] has been used. This test allows for an
automatic rating of the audio quality by software, based on the experience of a human
listening to a speech. PESQ grades the resulting quality according to the mean opinion
score (MOS) scale [19] that was originally developed to rate the audio quality in subjective
listening tests. This scheme uses a conversation opinion scale from 1 to 5 which is listed
in Tab. 1.
For this test 9 audio signals have been composed, each containing 20s of a recorded

telephone speech. On this signals all attack techniques were performed in a row and tested
via the PESQ reference implementation (available at [18]). Table 2 shows the results and
the actual configuration per attack technique, comparing the average MOS grade of the
original signal to those of the signal after manipulations. For better expression of the
influence on the audio quality by our techniques no data has been embedded into the
audio signal beforehand. As it can be seen our modifications do not significantly degrade
the audio quality. While signals ii and iii result in a MOS value around 3, those have
been generated using “natural” techniques. That means even if the audio quality gets
degraded, the occurrence of those disturbances is not suspicious as the modification may
have as well been produced by a real-world event. The MOS grades of the “malicious”
techniques are around 4, indicating a good quality preservation. Even the combination of
two or more attack techniques still maintains the audio quality.

Comparison to StirMark for Audio. In this section we outline the MOS gradings for
attacks available in StirMark for Audio. For a description of the individual attack types
we refer to [8]. Table 3 shows the results for all StirMark for Audio attacks. It has to be
noted that only the default configuration of StirMark for Audio has been used, therefore a
higher MOS grade does not only mean a good audio quality preservation but also indicates
that the embedded message may not have been destroyed. As it can be seen, even in the
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Table 1. ITU-T conversation opinion scale for MOS [19]

Perceived distortion level Quality Grade
Imperceptible Excellent 5
Perceptible but not annoying Good 4
Slightly annoying Fair 3
Annoying Poor 2
Very annoying Bad 1

Table 2. MOS grades for original and modified audio signals

# Manipulation Configuration MOS grade
i Original signal 4.500
ii Noise addition SNR: 25dB 3.183
iii Packet loss 20ms every 200ms 3.308
iv Sample shifting Shifting factor: 20% 4.159
v Variable time delay Avg. jitter interval: 0.5s 4.238
vi iv + v 4.204
vii Frequency shifting Semitone factor: 0.25 3.835
viii v + vii 3.752
ix iv + v + vii 3.753

default configuration some attacks severely degrade the resulting audio quality while our
proposed techniques always aim at most minimal influence on the quality of the modified
audio data. What Tab. 3 further shows is that the only mechanism available in both
StirMark for Audio as well as our proposed attack techniques is the addition of white
noise (AddNoise) which provides a slightly better MOS grade in our implementation.

The efficiency of StirMark for Audio attack types against our attack techniques is shown
in the next section.

4.2. Prevention Efficiency. To grade the efficiency of the techniques the BER from
the steganographic extraction process have been used. That is, the higher the BER the
more effective the attack technique has been on the particular steganographic algorithm.

For all tests 80 bits have been embedded into a WAV file containing the recording of
a telephone speech. For these tests all attack techniques have been integrated into a
software framework which we originally implemented for steganographic communications
over audio channels. Currently this framework supports three different steganographic
algorithms: Echo hiding, spread spectrum in time domain and phase coding.

In the following the results of the steganographic receiver for each of those algorithms
after application of our attack techniques are presented. Afterwards it is statistically
tested whether the BER is related to the embedding algorithm as well as the chosen
attack technique.

Echo hiding. This algorithm adds an echo on continuous blocks of the cover medium to
embed a secret bit. The echo delay, decay as well as the block size are configurable [14].

Figures 6 and 7 show the results of the echo hiding receiver when our modifications are
applied. As pointed out by Fig. 6(a), noise addition affects the echo hiding receiver when
the resulting SNR gets below 50dB. Regarding packet loss the BER starts increasing when
more than 10% of the signal length is lost (see Fig. 6(b)). Figure 6(c) depicts the last of
our “natural” modifications, sample shifting, whose impact on the echo hiding receiver is
not as high as with the other techniques. This is because only the position of an echo
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Table 3. MOS grades for StirMark for Audio attack types

Attack type MOS grade Attack type MOS grade
AddBrumm 4.500 FlippSample 2.287
AddDynNoise 3.839 Invert 4.282
AddFFTNoise 3.112 LSBZero 4.500
AddNoise 3.020 Noise Max 3.079
AddSinus 4.477 Normalizer1 3.758
Amplify 4.500 Normalizer2 2.354
BassBoost 4.500 RC HighPass 4.290
BitChanger 4.500 RC LowPass 4.499
Compressor 3.653 ReplaceSamples 3.960
CopySample 2.516 Smooth2 3.285
CutSamples 3.746 Smooth 2.892
Echo 2.648 Stat1 4.436
Exchange 2.103 Stat2 4.496
ExtraStereo 2.820 VoiceRemove 2.366
FFT HLPassQuick 3.473 ZeroCross 2.789
FFT Invert 4.479 ZeroLength1 2.071
FFT RealReverse 2.141 ZeroLength2 3.031
FFT Stat1 2.141 ZeroRemove 3.858

is examined while the actual sample values do not influence this process. While [35]
mentioned that echo hiding is robust against jitter attack, our implementation of variable
time delay leads to BER around 30% (see Fig. 7(a)). This is due to the fact that we not
only implemented a static jitter but rather our implementation varies the jitter time as
well as the block length. Because little modifications in the frequency domain lead to a
large number of modifications in time domain, there is a huge impact of frequency shifting
(Fig. 7(b)) on the echo hiding receiver, hence giving a high BER.
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Figure 6. BER for echo hiding, “natural” modifications

Spread spectrum in time domain. The secret message is spread to a chip sequence to gain
robustness. For embedding the chip sequence is modulated onto a sine carrier which is
afterwards added to the cover audio signal.
Figures 8 and 9 show the results of this algorithm with applied modifications. In

Fig. 8(a) the robustness of the spread spectrum algorithm against noise addition becomes
clear. The BER does not rise until the SNR falls below 18dB. Further, packet loss (see
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Figure 7. BER for echo hiding, “malicious” modifications

Fig. 8(b)) only increases the BER if more than 40% of the signal is lost. The modulated
sine wave can still be extracted by the spread spectrum receiver if all sample values are
shifted by a constant factor. Due to this fact Fig. 8(c) shows a BER around 0%. However
if the delay starts to vary the receiver gets disturbed which results in high BER (see
Fig. 9(a)). Also frequency shifting (Fig. 9(b)), which leads to large impacts in the time
domain signal, severely influences the spread spectrum receiver.
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Figure 8. BER for spread spectrum in time domain, “natural” modifications
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Phase coding. This algorithm works in the frequency domain. One bit is embedded by
the introduction of a configurable mean phase difference between two adjacent parts of a
configurable frequency interval for each block of the cover audio signal. For an enhanced
robustness the bits are spread to a chip sequence [31].
Figures 10 and 11 show the BER when our modifications are applied to the phase

coding algorithm. As with the previous algorithm, noise (Fig. 10(a)) starts influencing
the receiver if the SNR falls below a certain value, which is about 30dB in this case. Also
comparable to the previous outcomes is Fig. 10(b) which shows that BER and loss are
proportional in relation to the length of the signal. Due to the fact that the shifting of
samples values corresponds to a phase shift, the sample shifting technique has some impact
on the phase coding receiver if the shift factor is above 70% (see Fig. 10(c)). Starting
at an average delay variation of 1s Fig. 11(a) shows the severe impacts of variable time
delay on the resulting BER. Furthermore, because this algorithm works in the frequency
domain the frequency shifting technique also disturbs the receiver, giving a high BER
(Fig. 11(b)).
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Figure 10. BER for phase coding, “natural” modifications
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Figure 11. BER for phase coding, “malicious” modifications

Relation between Embedding Algorithm and Attack Technique. After we showed the re-
sults of our attack techniques on the BER for different steganographic algorithms the
relation between the actual algorithm as well as the used prevention mechanism shall be
considered. For this statistical χ2 test we took the average BER per algorithm and attack
technique, as shown in Tab. 4.
The resulting χ2 value is 31.57. Therefore, having 8 degrees of freedom and requiring a

statistical significance of (1− α) = 0.95, we conclude a relationship between the applied
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embedding algorithm in combination with a specific attack technique. This is in accor-
dance with the above results, as for example the shifting of samples only affects the echo
hiding algorithm while the other two algorithms produce an average BER of only 3% or
less.

Table 4. Mean values of BER (in %) per algorithm and attack technique

Embedding algorithm
Attack technique Echo hiding Spread spectrum Phase coding
Noise addition 32.0 10.32 13.33
Packet loss 30.83 10.42 10.0
Sample shifting 26.6 0.69 3.0
Variable time delay 31.5 31.25 14.77
Frequency shifting 70.28 50.98 39.375

Comparison to StirMark for Audio. While the previous section contrasted the audio qual-
ity preservation of StirMark for Audio with our approach, the efficiency in relation to our
attack techniques are highlighted in this section. For the tests, all StirMark for Audio
attacks have been applied to the same telephone speech recording containing 80 bits of
embedded data that was also used to test our proposed techniques. As embedding algo-
rithm, spread spectrum in time domain has been used.

Table 5 shows the resulting BER for all StirMark for Audio attack types. Again the
default configuration has been used. Only those attacks have been included in the ta-
ble that produced a BER of more than 0%. Similar to our observations with frequency
shifting, the frequency domain attack from StirMark for Audio (FFT HLPassQuick) also
leads to a high BER. Other attacks which disturb the spread spectrum receiver are those
which flip samples (CopySample, CutSamples), comparable to our variable time delay
method. While the ZeroLength{1,2} attacks also produce high BER they are also de-
structive to the resulting audio quality, as shown in Tab. 3. This assertion is also true for
ExtraStereo. For example Fig. 12 compares the waveform of the audio signal before and
after the ExtraStereo attack. As it can be seen in Fig. 12(b) the attack overdrives the
signal amplitude, leading not only to high BER but especially to a poor audio quality.

Summarizing it can be said that not all attacks from StirMark for Audio are suitable
for our setting, in interaction with the tested steganographic algorithms. Two important
aspects distinguish our proposed methods from StirMark for Audio. First the only real
overlap between StirMark for Audio attacks and our attack methods is the noise addition
attack. All other methods that we implemented are novel and therefore do not exist in
StirMark for Audio in this shape. Second, and very important as this was one of our main
design goals, is the fact that while some StirMark for Audio attacks lead to a high BER,
many of those attacks also degrade the resulting audio quality. This fact renders them
only very limited usable for a scenario which we included as possible area of application:
The (real-time) execution of attack methods on any link inside a network, independent
of the fact whether steganography is really practiced. Such an application has a high
demand on keeping the original audio quality, as non-steganographic communications do
not want to be influenced by the application of such attack mechanisms.

4.3. Error-correction Codes. Having the BER shown in the previous section we now
want to consider the application of ECC as a countermeasure against steganography
prevention. While various kinds of ECC do exist [28], we limit this discussion to the
popular Hamming code.
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Table 5. BER (in %) for StirMark for Audio attack types

Attack type BER Attack type BER
CopySample 46.875 Normalizer2 2.5
CutSamples 56.25 Smooth 1.25
Exchange 1.25 Stat1 12.5
ExtraStereo 68.06 ZeroCross 25.0
FFT HLPassQuick 63.75 ZeroLength1 48.75
FFT Invert 2.5 ZeroLength2 48.75
FlippSample 6.25 ZeroRemove 48.61
Invert 1.25
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Figure 12. StirMark for Audio ExtraStereo attack

The Hamming code uses a block length of N bits, having k = N − n parity bits and
n data bits. It has the ability to correct one wrong bit in n transmitted bits [16]. As for
the tests in Sect. 4.2 80 bits have been embedded into the cover audio data, we assume
a block length N ≤ 80. As N = 2k − 1 ≤ 80 ⇒ k ≤ 6, we choose k = 6 parity bits
and therefore are able to transmit n = 2k − k − 1 = 57 data bits, using a block length of
N = 63.
Table 6 shows the mean BER per attack technique, averaged over the three tested

algorithms as well as the resulting number of incorrectly extracted bits from one block of
63 bits. As it can be seen from Tab. 6 any of our attack techniques disturbs the embedded
data in a way that a (63, 57) Hamming code would not be able to correctly restore the
original message.
What can also be seen from Tab. 6 is that the “malicious” techniques result in higher

average BER than the “natural” modifications, showing the shifting of the audio frequency
by some amount of a semitone as the most effective disturbance method.

5. Outlook and Future Work. This section gives ideas for future research and use of
the proposed attack techniques.
Using our software framework [30] we demonstrated the applicability of the proposed

approach for steganography prevention. However the results of a specific attack technique
depend not only on its method, but also on the algorithm used to embed data into the cover
medium in the first place. The goal of this paper was to demonstrate the applicability
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Table 6. Mean values of BER (in %) per attack technique and incorrect
bits (N = 63)

“Natural” modifications “Malicious modifications”
Noise addition Packet loss Sample shifting Variable time delay Frequency shifting

18.55 17.08 10.09 25.84 53.545
11.69 bits 10.75 bits 6.36 bits 16.28 bits 33.72 bits

of our attack techniques in combination with basic steganographic algorithms already
implemented in our software framework. Future work will expand the evaluation of our
approach to other, modern, steganographic techniques like [45] embedding into wavetables
and [43] dealing with MP3 coded audio signals. The implementation will be done into
our existing software framework as we already integrated the attack techniques therein
and it provides all necessary components for the embedding and extraction processes for
audio steganography.

Besides the extension of tests to other steganographic algorithms future research will
investigate the usefulness of further attack techniques, e.g. adapted to specific scenarios.
Further a study on the combination of various attack techniques is planned, examining
advantageous and disadvantageous combinations in general and for concrete scenarios.

6. Conclusion. In this paper several attacks on steganography with audio data as cover
medium are given. The proposed techniques can be divided into two categories. The first
category contains methods which perform “natural” modifications, i.e. their impact is
modeled after real-world causes. Techniques from this category perform noise addition or
the shifting of sampling values and simulate packet loss. Such modifications can happen
at any time. As a consequence they do not look suspicious for an observer. Methods
from the second category perform “malicious” modifications, i.e. such effects would not
happen due to other causes than using our approach. Examples from this category are
the introduction of variable time delay into the whole audio signal and the shifting of the
audio frequency based on semitones. All techniques aim at maintaining an acceptable
audio quality.

For the execution of these attack techniques only basic signal processing operations
are performed. Therefore our proposed approach is easily usable and can be applied to
real-time environments such as VoIP communications.

A prototype has been implemented into our software framework, originally used for
steganographic communication over audio channels. For tests of the prevention efficiency
the steganographic algorithms available in the software framework have been used. Effi-
ciency tests yielded good performance of the attack techniques on different steganographic
algorithms. Further the qualities of the resulting audio signals have been tested, approv-
ing the claimed preservation of the audio quality. A comparison with the StirMark for
Audio benchmark further showed that our approaches do have novel elements and while
StirMark for Audio also has successful attacks, it does not control the audio quality preser-
vation in general, which was one of our main design goals. These results demonstrate the
significance of our implementation besides StirMark for Audio. Therefore future research
on this topic and the expansion of tests to other steganographic algorithms is justified.
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