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Abstract. Deep learning is one of the most popular technology in machine learning at
present. It brings a new breakthrough for intelligent information processing at Big Data
era. The core algorithm of deep learning is Contrastive Divergence (CD) algorithm. The
original training goal of CD is to maximize the likelihood of the probability distributions
between the marginal distribution of the models visible nodes and the distribution of the
training set. Aiming this training goal, the model is a one-way feature-extraction model,
or encoding model. This is not suit for reconstructing information from features, or
decoding model. In order to apply the model as a decoder, we need to consider the recon-
struction performance additionally. A regularization constraint method based on cross
entropy was designed, which adds reconstruction constraint to the visible layer of deep
model. Experiments show that the new algorithm achieves reconstruction performance
improvement while loses a certain likelihood degree.
Keywords: Deep learning, Contrastive divergence, Cross entropy, Signal Reconstruc-
tion

1. Introduction. Deep learning [1, 2] is an effective feature extraction method in the
field of Machine Learning. Deep learning apply multi-level Neural Networks to simulate
the hierarchical processing mechanism of sensory perceptual system in humans brains get-
ting an effective processing ability which is similar to the factorization therefore be able to
extract feature of data by layer and learn the features in an unsupervised way. Contrastive
divergence (CD) algorithm [3, 4] is the kernel of deep learning. In the original CD algo-
rithm, the training goal is to maximize value of the marginal probability likelihood when
the training samples act as the output of model, without restricting model reconstruction
performance, so that the original CD algorithm trained the monodirectional model which
only extracts features (encoding model) and is not applicable to the reconstruction the
original data form the features (decoding model) [5]. In order to solve this problem, Bengio
proposed the scheme which reconstructs the autoencoder with RBM [6, 7]. In the scheme,
the training target on the likelihood of probability distribution and the reconstruction er-
ror were carried out separately, namely, target at improving the likelihood of probability
distribution firstly to pre train the RBM, and then aiming at reducing the refactoring
error to optimize the RBM parameters which were image connected. Bengio explanted in
this article that pre training can make the model parameter adjust to the global optimum
area, therefore the output will converge to the global optimal in subsequent optimization
training. However, the target of pre training is not consistent with optimization training,
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and it cannot guarantee the results which produced when targeting at maximum likeli-
hood fall around the global optimal results that are solved targeting at minimizing the
refactoring error [8]. In this unit, we design a visual general constraint layer framework
based on cross entropy, by this framework incorporating reconstruction error constraints
to the original CD algorithm, synchronize the likelihood probability distribution and the
reconstruction error convergence ,so that it can improve the reconstruction performance
of the model.

2. Original CD algorithm.

2.1. Restricted Boltzmann Machine. Constituting the basic unit of the deep learning
web is Restricted Boltzmann Machine (RBM) [9], as shown in figure 1. It is made of m
visible nodes and n hidden nodes, and visible and hidden nodes are independent of each
other, which is only related to the hidden nodes, hidden nodes are also independent of
each other and only related to visual node. This constraint has simplified the training
of the matter. RMB for 0/1 is a random number of hidden nodes, and the visual value
of node has two kinds of circumstances, including 0/1 of a random number and random
number obeying Gaussian .the former is called the Bernoulli - Bernoulli RBM, latter is
known as the Gaussian - Bernoulli matter.
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Figure 1. Restricted Boltzmann Machine

There are three parameters in RBM, Wn×m is the weighting matrix between the visual
layer and hidden layer, b = (b1, b2, · · · , bm) is a visible nodes offsets, c = (c1, c2, · · · , cn)
is hidden nodes of the offset. The three parameters determine the matter extracted from
the sample of how to from a m d n characteristics.

2.2. Extract process of the sample feature. RBM can extracted from the sample of
how to from a m d n characteristics through three parameters .Samples here in this unit,
the use of RBM and the characteristics of the process [10].

For samples x = (x1, x2, · · · , xm), through matter can extract the feature y = (y1, y2, · · · , yn).
The feature extraction of the rules is as follows:

1) Using the formula p(hi = 1|v) = σ(Σm
j=1wij × vj + ci) to calculate the hidden layer

of the probability of the ith a node value is 1, which vj = xj, σ(x) = 1/(1 + e−x) known
as the sigmoid function;

2) To generate a random number between 0 and 1, if the random number is less than
p(hi = 1|v), the value is 1, otherwise 0.

If, in turn, the characteristics of the known samples to y, through and reconfigurable
features samples. According to Bernoulli - Bernoulli RBM reconstruction process is as
follows:
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1) Using the formula p(vj = 1|h) = σ(Σn
i=1wij × hi + bj) to calculate the visual layer

first j a probability of node values are 1, among them hi = yi;
2) To generate a random number between 0 and 1, if the random number is less than

p(vj = 1|h), the xj is 1, otherwise 0.
For Gaussian - Bernoulli RBM refactoring process with Bernoulli - Bernoulli matter is

slightly different, the specific process is as follows:
1) Making use of the formula p(vj|h) = N(Σn

i=1wijhj + bi, 1) to obtain the probability
distribution of the first j a visible layer node, among them hi = yi, N(a, b) stand for
Gaussian distribution with mean variance for b;

2) Producing a rule that the Gaussian distribution of random Numbers, the averages
is Σn

i=1wijhj + bi, variance is 1. xj is the value of the random number.
RBMs training goal is to adjust the model parameters to make the edge of the prob-

ability distribution p(v) of the model fitting the probability distribution q(x) of training
samples, the CD algorithm training aims to:

arg max
{W,b,c}

K∑
k=1

log p(v(k)) (1)

Here the K is the size of training sample.
Through the objective function, we can make the parameters of iterative function:

∆wij = η
(〈
v+i h

+
j

〉
−
〈
v−i h

−
j

〉)
∆bj = η

(〈
h+j
〉
−
〈
h−j
〉)

∆ci = η
(〈
v+i
〉
−
〈
v−i
〉) (2)

Among them, η for the learning rate, v+i stand for the training sample the i d compo-
nent, h+j stand for the training sample corresponding state first j d component of hidden

layers, v−i and h−j respectively reconstructed visual layer state components and their cor-
responding state of hidden layers, 〈·〉 called calculate on the average of the training sample
set.

CD training process by figure 2 image description, including sample size K, I stands for
visible total number of nodes, J stands for the total number of hidden nodes.

3. Restriction method of the reconstruction of visible layer based on cross
entropy. In order to add additional constraints during the CD training process, some
regularized term can be added to the objective function [11, 12]. An assignment matrix

Z ∈ RJ×K will be used to control the regularized term precisely. Each element z
(k)
i ∈ [0, 1]

in the matrix represents the probability of assigning the kth signal to ith neuron. When
corresponded to the RBM, each element indicates the probability that the kth training
sample activates the ith visible node in reconstruction process. The assignment matrix is
important because it provide a set of rows and columns template to the visible layers. The
rows correspond to the activation performance of nodes on the visible layers when given
signals of different features in the reconstruction process. And the columns correspond to
the activation performance of each visible layer when given signals of special feature in
the reconstruction process. The restriction that the assignment matrix put on the visible
layers can be reflect through the cross entropy. Nair and Hinton [13] gave the origin
definition of the cross entropy in their article. The cross entropy for the visual layers
defined as:

z
(k)
i log v

(k)−
i + (1− z(k)i ) log(1− v(k)−i ) (3)

Combined the expressions below and it turned out to be:
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Figure 2. The process of CD training

log

[(
v
(k)−
i

)z(k)i
(

1− v(k)−i

)1−z(k)i

]
(4)

It can be seen from the combined form that, if reconstruction probability v
(k)−
i of

primary sampling when kth sample was given to the ith node on the visible layer resonate

with assignment z
(k)
i made by the matrix z, the cross entropy will rank its top.(Resonate

means be coincident on the vector direction, or they take their maximal or minimal at the
same time). So setting the cross entropy as a regularized term of the objective function in
the CD training process, can control the performance of the reconstruction on the visible
layers, and add constraints on the reconstruction information of visible layers [14]. The
objective function with the cross entropy goes as follows:

arg max
{W,b,c}

{
K∑
k=1

[
log p(v(k)) + λ

J∑
j=1

(
z
(k)
i log v

(k)−
i + (1− z(k)i ) log(1− v(k)−i )

)]}
(5)

Here, λ represent the coefficient of regularized term.
The formula based on the objective function is as follows:

∆wij = η
(〈
v+i h

+
j

〉
−
〈
v−i h

−
j

〉)
+ ε

〈(
v−i − zi

)
h−j
〉

= η
(〈
v+i h

+
j

〉
−
〈
sih
−
j

〉)
∆bj = η

(〈
h+j
〉
−
〈
h−j
〉)

(6)

∆ci = η
(〈
v+i
〉
−
〈
v−i
〉)

+ ε
〈
v−i − zi

〉
= η

(〈
v+i
〉
− 〈si〉

)
Here s is called constraint matrix, s

(k)
i = φz

(k)
i +(1−φ)v

(k)−
i , and φ is called assignment

degree, φ = ε/η.
The iteration is shown in Figure 3.
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Figure 3. The process of CD training

Adding reconstruction constraints to the visible layers based on the frame is realized
by imposing constraints on the training process through the assignment matrix. And the
reconstruction constraints mean to minimize the reconstruction error (v+−V −) of primary
sampling as small as possible. In fact, to achieve the constraints, just let the assignment
matrix be Z = V +. At the same time, only when the V − = V +, the cross entropy that
described by expression(3) can take the maximal, and thus, reach the purpose of guiding
the reconstruction value by training samples.

4. Algorithm performance analyses. The origin purpose of training of CD algorithm
is to maximize the marginal probability distribution of model and the likelihood of the
training samples distribution of. Adding additional reconstruction error may have effect
on the likelihood. Analysing the algorithm should take both reconstruction performance
and likelihood into consideration.

4.1. Performance analysis design. Considering the computational complexity, traver-
sal statistic is applied in a small RMB to ensure the accuracy of the marginal probability
distribution. In fact the computational complexity turns out to be 2v+h, when counting
all the status of the Bernoulli-Bernoulli RBM consisted of v visible nodes and h hidden
nodes. We set v = 8, h = 6 for the test. The training sample was a 8 dimensional
data set that obey the Bernoulli distribution. The data set was obtained by sampling a
one dimensional Gaussian mixture density function. The methods go as follows: Firstly,
generate 10 groups of data sets which match different Gaussian distributions, and the
volumes of these groups are corresponding to the mixture coefficient of Gaussian mixture
function. And then merge these 10 groups into a Gaussian mixture distribution data set
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with 10 Gaussian components, normalize the data set and finally get the data set S. The
probability distribution of the sample points in the generated training data set S is shown
in Figure 4.

Figure 4. The probability distribution of the sample points in the gener-
ated training data set

4.2. The relationship between ion of reconstruction errors and distribution
of training sample. The expectations of reconstruction error reflect the reconstructing
ability of data which meet the distribution of training sample of RBM. The smaller the
expectation is the stronger the better the reconstruction ability is, otherwise worse. The
index’s calculation method is as follows: To calculate v−i , encode and reconstruct all the
possible input v+i of visible nodes respectively, then calculate the reconstruction error
∆vi =

∣∣v+i − v−i ∣∣. And the expectation of the errors under the distribution of the training
sample named as ER.

ER = Ep(s)(∆vi) =
∑

i
p(vi)×∆vi (7)

The degree of assignment will influence the reconstruction error. The greater the degree
is, the smaller the reconstruction error of data is at the points with more probability dis-
tribution of training sample. And the cost will be that at the points with less probability
distribution of training sample, the reconstruction error will be larger. As it is shown in
Figure 5(a f)

In the Figure 5 shown above, horizontal axis represents the RBM inputs while ver-
tical axis represents the reconstruction error. Comparing with probability distribution
of training sample in Figure 4, the trend of reconstruction error is completely contrary
to the probability distribution of training sample. The reconstruction error is small at
the points where the probability distribution is large. As the increment of assignment
degree φ, the reconstruction error become close to zero where the probability distribution
is large. And the reconstruction error is close to 8 where the probability distribution is
small.(The maximal reconstruction error of Bernouli-Bernoulli RBM with 8 visible points
is 8 ). Table 1 provide the value of reconstruction error expectation ER with different φ.

It can be seen from the table above, as the φ increase, the expectation of reconstruc-
tion error gradually reduce, φ = 0 is the original CD algorithm. The trends show that
after adding the reconstruction error constraints, the RBM shows better reconstruction
performance to the data which meet the probability distribution of training sample.
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Figure 5. Reconstruction errors under different assignment degree

4.3. The relationship between the expectation of reconstruction error, the dis-
tance of likelihood and the assignment degree. The distance of likelihood shows the
degree of fitting of the probability distribution of visible nodes and the training sample
of the RBM. The smaller the distance is, the higher the fitting degree is, otherwise worse.
To calculate the distance, traverse the v and h of RBM and construct joint distribution
p(v,h), of v and h, count the marginal distribution of v, and then evaluate the likelihood
by KL distance[15,16]:

KL =
∑
x∈S

ps(x) ln
ps(x)

pv(x)
(8)

Here, S is a set of training sample. ps(x) represent the probability that x locate in the
distribution of training sample. pv(x) give the probability of x on marginal distribution of
the visible nodes in RBM. A small number should be add to the ps(x) and pv(x) to avoid
the situation that denominator or the base of logarithm is zero. It was proved in test 1
that, in CD algorithm, adding reconstruction constraints can improve the reconstruction
performance. The effect of the constraint on the probability distribution of the RBM
visual node and the probability distribution of the training samples is tested below. As

Table 1. Expectation of Reconstruction error under different assignment
degree

φ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
ER 3.25 3.01 2.95 2.89 2.76 2.65 2.56 2.47 2.35 2.25 2.19
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shown in Figure 6 below, the expectation R of reconstruction error and the distance of
likelihood KL change along trend of the assignment degree.

Figure 6. Comparison of the change trends of the two indexes ER and KL

It can be seen from the figure 6, with the increment of the assignment degree φ, the
expectation ER of reconstruction error reduced gradually, the reconstruction performance
improved, but as the distance of likelihood gradually increased, the likelihood reduced.

5. Conclusion. The goal of traditional CD algorithm is to maximize the likelihood of
marginal probability distribution of the RBM visible nodes and the probability distribu-
tion of training samples. In order to apply the RBM in constructing the encoder and
decoder, the performance of reconstruction should be considered. This section added
the refactoring error constraints to traditional CD algorithm based on general constraint
framework of cross-entropy. The results show that the reconstruction performance of CD
algorithm can be improve that if additional reconstruction error constraints were put on
it, but likelihood will decline relatively.
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