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Abstract. Facing pedestrian detection applications for monitoring scenarios, a pedes-
trian detection method using support vector machines and convolutional neural networks
is proposed. First, it uses motion detection method to locate interested area of suspicious
targets; then calculates gray level co-occurrence matrix of image patches of these areas,
uses principal component analysis method to extract textural feature vector, and uses
support vector machines to classify textures for filtering out interference regions; finally,
constructs multi-scale image blocks on the remaining area, and uses LeNet5 architecture
of convolutional neural network to execute pedestrian classification. Experimental results
on Caltech dataset show that, this method has high true positive rate, low false positive
rate, and little average detection time.
Keywords: Pedestrian detection; Motion detection; Gray level co-occurrence matrix;
Support vector machines; Convolutional neural networks.

1. Introduction. With the development of video surveillance technology, the intelligent
analysis demand of surveillance video is more and more urgent. Pedestrian is an impor-
tant object of video surveillance. So, the application of pedestrian detection technology
is very important in the field of video surveillance needs [1]. Pedestrian detection can
automatically detect the pedestrian in the video or image based on video image analysis
and processing technology. It has been a research hotspot in the field of computer vision
[2]. There are many academic researches in recent years in the related fields. In the
literature [3], the improved Haar-like feature was used to describe the pedestrian and the
Adaboost classifier was used to describe the pedestrian classification. In literature [4],
the fusion of the underlying characteristics and multi-level guide edge energy feature was
completed based on the linear weight fusion principle and the histogram intersection ker-
nel support vector machine classification, which was used to improve the robustness of the
pedestrian detection system. The literature [5] proposed a simulation of the human eye to
observe things divergent and significant features of the texture structure operator, which
can effectively improve the robustness of the pedestrian recognition of noise and illumina-
tion changes. The literature [6-7] extracted the Histogram of Oriented Gradients people
(HOG) features and used the support vector machine (SVM) classifier for pedestrian clas-
sification. Based on the HOG and SVM, the pedestrian detection efficiency was improved
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by using the background area with the motion detection algorithm filter. The method
deep learning pedestrian was used by the authors of literature [8-12] to improve the accu-
racy of pedestrian detection. In above all, the existing pedestrian detection methods have
high detection accuracy on INRIA and other pedestrian image data sets. However, for
the application of video surveillance, the operation efficiency of the pedestrian detection
method is very low. The detection accuracy of some efficient pedestrian detection method
is lower. Especially, the false positive rate index is very high. It is difficult to satisfy the
requirements of the practical application of video surveillance technology. According to
the pedestrian detection applications requirements in monitoring scene, a method com-
bining support vector machine and convolutional neural network (Convolutional Neural
Networks, CNN) method was proposed in this paper for pedestrian detection. The basic
idea of the proposed algorithm is the combination of motion detection, texture classifi-
cation, gray level co-occurrence matrix and SVM, as well as the multi-level classification
of image block pedestrian classification for realizing the efficient and reliable pedestrian
detection.

2. The proposed algorithm. The implementation process is shown in Figure 1. The
motion detection would be completed for each video frame at first. The target suspicious
regions would be located preliminary. Then, gray co-occurrence matrix of the suspicious
target image would be calculated. The principal component analysis (PCA) method is
used for feature reduction and to get the suspicious target image block texture. The
SVM classifier is used to filter out the obvious interference targets. Then, the multiscale
image block would be constructed in the suspicious area of remaining construction. The
CNN method was used for pedestrian classification and to record the pedestrian target
classification window. The detailed process description is as follows.

2.1. Motion detection. Motion detection can be used to locate the region of interest in
video image and improve the efficiency of video analysis, as well as filter the interference.
The traditional motion detection methods include background subtraction method, frame
difference method and optical flow method. In this paper, the background subtraction
method is used to locate the suspicious pedestrian target area, considering the low ef-
ficiency of the optical flow method and the frame difference method. In particular, the
VIBE algorithm [13-14] is the basis. Because the algorithm is efficient, and the detection
of the target integrity is good. However, when the pedestrian is close to the background
color, there is still a phenomenon that the pedestrian target is incomplete after the mo-
tion detection[15-17]. In order to avoid subsequent undetected targets of pedestrians, the
target area after motion detection is extended to ensure pedestrian areas as complete as
possible after motion detection. In detail, for any suspicious target after motion detection,
the external rectangle is denoted as (xr, yr, zr). Here, xr, yr denoted the top left corner
coordinates of the external rectangle. wr and hr denote the width and height of the outer
rectangle respectively. The extended outer rectangle (x′r, y

′
r, w

′
r, h
′
r) can be obtained by

the formula (1).
Table 1 shows the PSNR and GMG of the infrared simulated blurry image in the blurred

image restoration experiment. The GMG value is calculated in the simulation experiment
so as to make a reference to the real fuzzy image restoration experiment. The number of
RL iterations is 15 times.
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Figure 1. The implementation process


x′r = max (xr − λ, 0)

y′r = max (yr − λ, 0)

w′r = min (wr + 2λ,Wori − 1− x′r)
h′r = min (hr + 2λ,Hori − 1− y′r)

(1)

Here, Wori and Hori represent the original video image width and height. The max and
min represent the maximum and minimum calculation value respectively, which are used
to prevent the outside rectangle boundary. λ is the expansion scale factor. There is a big
difference in the imaging scale due to the different target distance from the camera at the
same time. Therefore, the scale factor should be adaptively changed with the different
scale of the target image. In this paper, according to the detected target width and height,
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Figure 2. Diagram of imaging system

the scale factor is derived as following:

λ = Int
(
k ∗
√
wr

2 + hr
2
)

(2)

Here, is the rounding operation. Symbol k is the ratio coefficient, which is 0.1. After
the external rectangle box, the image block is cut from the original video image to the
corresponding position of the external rectangle frame. Then each image block is traversed
for subsequent pedestrian detection.

2.2. Extraction of gray level co-occurrence matrix and SVM coarse screening.
In general, there is a background region in the target area of motion detection, which
is caused by the change of light and shade. The texture complexity of these regions
is obviously lower than that of the pedestrian area. Based on this phenomenon, this
paper uses regional coarse screening method for texture classification of this suspicious
target, the background area with low texture complexity would be removed quickly, to
not only improve the finishing efficiency of the algorithm, but also reduce the false alarm
phenomenon caused by these areas. Gray level co-occurrence matrix (GLCM) is a common
feature to describe the image texture distribution, which can describe the gray distribution
of the pixels on the image and can effectively distinguish the different texture images.
Here, the pixel has to satisfy certain conditions. Such as, the pixel (x, y), horizontal
distance a and vertical distance b consist the pixel (x+ a, y + b) .The gray level of (x, y)
is g1 . The gray level of(x + a, y + b) is . The gray level of (x, y) and (x + a, y + b) is
. Each pixel corresponds to a gray level distribution . L is the image gray level. The
value combination range of (g1, g2) is 0 . After the number statistics of each class (g1, g2)
combinations in the statistical image, the total number of pixels in the image would be
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normalized and the probability of occurrence of the combination is shown as formula (3).

p(g1, g2 |a, b) =
n(g1, g2 |a, b)

N
(3)

Here, is number of gray distribution(g1, g2) in image. N is the number of pixels. The
gray level co-occurrence matrix is consisted of p(g1, g2 |a, b) and L × L matrix. The
gray level co-occurrence matrix is used to filter the background region with low texture
complexity. Therefore, this paper focuses on the complexity of the image texture, but
not the direction of the texture and the period distribution. Therefore, in this paper, the
combination value of (a, b) commonly are 0o, 45◦90◦ and 135◦ in four directions. Here, the
occurrence probability of each combination takes the average value of four directions, as
shown in formula (4).

p′(g1, g2) =
1

4×N
(n(g1, g2 |1, 0) + n(g1, g2 |0, 1)

+n(g1, g2 |1, 1) + n(g1, g2 |−1,−1))
(4)

In this way, each suspicious image region can be used as the texture feature of the image.
Usually, the gray level of the image L is 256. So, the dimension of the gray co-occurrence
matrix of the suspicious image region is 65536. Obviously, the storage and classification of
the large dimension will consume a lot of resources. Hence, this paper uses PCA method
[10] to reduce the dimension of texture feature, and reduce the dimension of texture
feature to 80. Then, the trained SVM classifier is used to classify the feature vectors after
dimensionality reduction. If the classification result of the texture feature vector of the
suspicious image region is the background class, this region would be removed. For the
remaining suspicious image region, the final pedestrian detection results are obtained by
CNN classification. Here, the training process of classifier is introduced in the experiment.

2.3. Multi scale image sub block construction and CNN classification. In this
paper, the CNN method is used to classify pedestrians in the area of the remaining
suspicious images. Details are as follows. First of all, considering that the distance
between the target and the camera is different, the scale of the image is different. In
this paper, we construct a multi-scale image sub block. The specific steps are shown as
follows. Bilinear interpolation is used to normalize the size of image sub block W ′ ∗ H ′
Output: Image sub block set Here, the value of W0 ∗H0 and W ′ ∗H ′ is 21∗ 41 Then, each
image sub block is classified by CNN classifier. This paper uses the CNN architecture for
the LeNet5 network architecture [11], as shown in figure 2.

The CNN classifier is used to classify the image sub blocks for pedestrians, and the
external rectangle window on the original video image corresponding to the image sub
block is recorded. Due to the overlapping phenomenon of the multi-scale image sub
block, the same pedestrian target may be detected on the multi-scale image sub blocks.
Therefore, it is necessary to filter the pedestrian window detected by the multi-scale image
sub block and merge the pedestrian window belonging to the same target. Specifically,
for the same video images of all pedestrian windows, the coincidence degree between 22
is calculated, that is, the ratio of the area of the cross section of the rectangular cross
section of the two pedestrian windows to the total area. If the coincidence degree of the
two outer rectangular frames is greater than 50%, the pedestrian window is considered to
be from the same target, and the two pedestrian windows are merged at the same time,
and the outer rectangular frame of the combined pedestrian window is represented as a
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1: Input: Suspicious image area I Size: W ∗H
2: Progress:
3: Initialization: Initial scan window: W0 ∗H0

4: Scaling factor:s;
5: Target image sub block size: W ′ ∗H ′ ;
6: for (h = H0;h < H;h = h ∗ s ) do
7: for (w = W0;w < W ;w = w ∗ s ) do
8: for (y = 0; y < H − h; y = y + 2 ) do
9: for (x = 0;x < W − w;x = x+ 2 ) do

10: Cropped image sub blockw ∗ h at (x, y)point in I;
11: end for
12: end for
13: end for
14: end for

window: 

xij =
xi + xj

2

yij =
yi + yj

2

wij =
wi + wj

2

hij =
hi + hj

2

(5)

Here,

(xi, yi, wi, hi)

and

(xj, yj, wj, hj)

denote the external rectangle of two pedestrian window before combination. The two
pedestrian windows would be merged. The above window merge process would be re-
peated, until degree of overlap of all the windows is less than 50

3. Simulation.

3.1. Experimental description. In this paper, the method is mainly used in the detec-
tion of pedestrian detection in the field of pedestrian detection in the field of experimental
data set. The Caltech data set is constructed by the actual monitoring site video. The
video resolution is 640 * 480. The frame rate is 30fps, containing about 250000 frames.
All pedestrians are marked. In this paper, the data set is used to test the performance
of this method. This paper deals with two classifiers. One is the SVM classifier which is
needed by texture classification. The other is the CNN classifier which is required by the
pedestrian classification. In order to train two classifiers, the INRIA data field of pedes-
trian detection sets is used as training samples, which contains 5264 images of the data
set. This set contains 3548 images of pedestrians and 1716 images that do not contain
pedestrians. In the training of the texture classifier, the positive sample selects the INRIA
data set which contains the pedestrian image. The negative sample is obtained from the
INRIA data set which contains no pedestrians. The rules of cutting are: to intercept the
image sub block of each image in the area of the gray change, such as the sky area, the
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Table 1. Parameter settings of computer

ground area, etc.. The image entropy can be calculated by the gray level co-occurrence
matrix, which is used to describe the complexity of the image texture

S = −
255∑
g2=0

255∑
g1=0

p′(g1, g2)lgp
′(g1, g2) (6)

Here,
p′(g1, g2)

is obtained from formula (4). The smaller the entropy of the image, the smaller the
complexity of the image texture, that is, the change of the gray level of the image is
gentler. In accordance with the above rules, this paper randomly intercepted 7176 smooth
images from the INRIA data set which does not contain the pedestrian images. In training
the pedestrian classifier, the pedestrian image contains positive samples from INRIA data,
the sample is negative will not contain a pedestrian image of four equal parts to get the
INRIA data set. This negative sample image set a total of 6864. Then, the size of positive
and negative sample images is normalized to 21∗41. In order to evaluate the performance
of the method in this paper, we analyzed the real rate (True Positive, Rate, TPR), false
positive rate (False Positive Rate FPR (Average) time and average detection of Detection
Time, ADT).

TPR =
Number of correct detection

Total number of pedestrian markers
× 100% (7)

FPR =
Number of error detection line

Number of error detection line + Number of correct detection line
×100

(8)

ADT =
Detection time

Number of Video frames
(9)

(9) Here, the correct detection of pedestrian refers to the detection of pedestrian window
and marked pedestrian window two external rectangular box coincidence degree greater
than 50%. The detection time is the total time spent on all the video images for pedestrian
detection, but it does not include the time taken for video decoding and classifier train-
ing. The performance parameters of the computational platform used in the simulation
experiment are shown in Table 1.

3.2. Classifier training. In this paper, the texture classifier is trained by SVM learning
method. In particular, the gray level co-occurrence matrix of positive and negative sample
images is calculated according to formula (4), and then the texture feature vector of
dimension 80 is obtained by PCA method. Finally, the SVM method is used to train the
texture feature vector of positive and negative samples, and the SVM classifier is obtained.
Among them, the SVM kernel function is based on radial basis function. Detailed training
process can refer to [7]. In this paper, the pedestrian classifier is trained by CNN learning
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method, using the network structure shown in Figure 2, detailed training process and
parameter configuration can refer to [11].

3.3. Performance evaluation. In order to evaluate the performance of the method in
this paper, the proposed pedestrian detection method with [6], [7] and [8] in the experi-
ment would be evaluated based on the test data by using the four test set of pedestrian
detection. But the training data set is slightly different, with the other three kinds of
pedestrian detection method of training data set is the original INRIA data set, and the
method in the training of two classifiers on INRIA data set was cut out and normalized.
Figure 3 shows the results of the real and false positive rates of the four pedestrian de-
tection methods. It is obvious that the real rate of this method is higher than the other
three methods, and the false positive rate is more obvious. This is because this method
adopts multi-stage filtering and classification strategy in motion detection and texture
classification has two stages filtering many interference areas. These areas may reduce
the false detection caused by pedestrian phenomenon, thereby significantly reducing the
false positive rate index. At the same time, the image region pedestrian classification is
far less than the original image, the multi-scale image multi-scale image sub block param-
eters are obtained under the same construction method in this paper block so closer to
the pedestrian target, better classification performance than SVM classical classifier plus
LeNet5 network architecture, so the real rate of this method there are also improved.

Figure 3. Comparison of true and false positive rates

Table 2 shows the average detection time of the four pedestrian detection methods.
It can be seen that the average detection time of this method is the smallest, which is
much less than that of [6] and [7]. This is because the method described in this paper
and the [8] method in the literature before the pedestrian classification are filtering out
a lot of interference areas in the image, reducing the detection time. Compared with the
literature [8], this paper uses the motion detection and texture classification two levels of
coarse screening, in most of the monitoring scenarios can be filtered more interference area,
reducing the average detection time. Based on the above test results and analysis, the
pedestrian detection performance of this method is better than the other three methods.
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Table 2. Comparison of average detection time

4. Conclusions. Pedestrian detection has a wide range of applications in the field of
video surveillance. Aiming at the application environment, this paper proposed a pedes-
trian detection method based on support vector machine and convolution neural network.
The design idea is as follows: by using the method of motion detection and texture classifi-
cation method of high operation efficiency, the background area of exist pedestrians would
be removed. Then in the rest of the region,the fine detection result reliable would be ob-
tain by using the the pedestrian classification method. Here, based on the VIBE method
of motion detection, texture classification presents a symbiosis matrix, principal compo-
nent analysis and support vector machine classification method with gray texture.The
pedestrian classification is realized in multiscale image block using LeNet5 convolutional
neural network architecture. The experimental results show that the proposed method
can quickly and reliably detect the pedestrian targets on the Caltech data set, which is
an effective pedestrian detection method for video surveillance applications
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