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ABSTRACT. MeanShift and its adaptive version CamShift have received wide attention
as an efficient and robust method for object tracking. Both methods try to reach the
peak of the probability distribution using gradient ascent approach, and thus they are
easily prone to local mazxima. This paper presents a novel tracking algorithm based on
the CamShift framework. It first removes small local peaks with a dominant color filter
to reduce the possibility of the trap to local mazima. Next, our method embeds the color
and implicit shape features of the target object into the probability distribution image.
Finally, it computes the moments of the probability distribution image frame by frame
and then estimates the center and scale of the tracking object accordingly. Ezxperiments
on five challenging video databases indicate the proposed algorithm performs significantly
better than the conventional CamShift and MeanShift based algorithms.

Keywords: Object tracking, Meanshift, Camshift, Gradient ascent.

1. Imtroduction. Object tracking is an important task in video processing and computer
vision. It has wide applications such as video surveillance, human computer interaction,
vehicle navigation, intelligent transport system, and advanced intelligent systems for hu-
man event analysis, etc. Several challengeable issues on the robustness of object tracking
include distraction, illumination changes, occlusions, shadow and reflection, shape and
appearance change, etc. [1]-[2]. Real-time processing is a fundamental requirement in ob-
ject tracking. However, robustness and processing efficiency are often conflict, and thus
a compromise must be taken. Many methods have been presented to improve robustness
and/or computational efficiency [2]-[6].

Among various tracking methods presented, the MeanShift algorithm is a popular one
due to its simplicity and efficiency. It is an iterative kernel-based deterministic procedure
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which converges to a local maximum of the measurement function [6]. The basic Mean-
Shift algorithm uses color histogram to model object probability density and moves the
object region in the largest gradient direction. Bradski [7] modified the MeanShift and
developed the Continuously Adaptive Mean Shift (CamShift) algorithm for face tracking.
CamShift is an adaptive version of the MeanShift based on a probability distribution im-
age obtained with a back projection method from the color histogram of the target. It
has received wide attention recently as an efficient and robust method for object track-
ing when the object and background (or other objects) have significantly different colors.
Two major components in object tracking are target representation and localization [3].
In object tracking, a target is usually defined as a rectangle or an ellipsoidal region in
the image. Currently, a widely used target representation is the color histogram because
of its RST (rotation, scaling and translation) invariance and its robustness to partial
occlusions. The basic MeanShift/CamShift algorithm [3] also employs color histogram
for target representation. However, color features often yield drawbacks such as (a) dis-
traction by similar color objects, (b) interference of background with similar colors, (c)
illumination change, and (d) occlusion during tracking process.

To attack the drawbacks above, several methods which exploited multiple features have
been proposed to improve the basic MeanShift (CamShift) tracker [8]-[15]. Haritaoglu and
Flickner [8] integrated color and edge density in the MeanShift tracking framework. Wang
and Yagi [9] extended the basic mean-shift tracker to an adaptive tracker by selecting re-
liable features from color and shape-texture according to their descriptive ability. The
shape-texture feature is the histogram of gradient orientation. The authors in [10] pre-
sented a modified MeanShift algorithm by replacing color histogram of the basic MeanShift
with joint color-texture histogram. The idea is that every pixel in the search window is
described by the combination of color feature and the texture feature using local binary
pattern (LBP). Ganoun et. al. [11] proposed a modified CamShift by adding feature
points descriptors to the object model. Hidayatullah and Konik [12] enhanced CamShift
for multi-object tracking. They selected each dominant color object part using a com-
bination of MeanShift segmentation and region growing to achieve more precise object
localization. Although the shape of object is also useful to improve the tracking perfor-
mance, the construction of an explicit shape (contour) model is not easy [16].

The key issue in the MeanShift and CamShift tracking methods is the calculation of
probability distribution image of the target candidates. Both methods try to reach the
peak of the probability distribution using gradient ascent approach. The common draw-
back of both algorithms is that they are easily prone to local maxima (peaks) when some
of the target features present in the background. This paper presents a novel tracking
algorithm based on the CamShift framework. It first removes small local peaks with a
dominant color filter derived from the target object to reduce the possibility of the trap
to local maxima. In addition, to further increase the robustness, our method embeds
the color and implicit shape features of the target object into the probability distribution
image. Using this probability distribution, we can compute the moment features and then
estimate the object center and scale based on the moments. Quantitative and qualitative
measures on five challenging video databases indicate the proposed method performs sig-
nificantly better than the conventional CamShift and MeanShift based methods.

The organization of this paper is as follows. In Section 2, we first introduced the basic
concept and idea of the proposed method and then describe the details of the algorithm.
The experiments and evaluations for various algorithms are explained in Section 3. Fi-
nally, the conclusions are drawn in Section 4.

2. Proposed Object Tracking Method.
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2.1. Concept of Proposed Method. Our investigation indicates the major problems
of MeanShift /CamShift are: (a) trapping in the local peak of probability distribution, and
(b) distracted by other larger objects or background. The local peaks may occur where
several small-size clutters locate around the target and they have similar color with the
target. The problem will yield the localization drift. Even the small peaks are removed,
there may still exist larger peaks which have the same probability value with the target.
This occurs when other objects which are with color similar to the target but with size
larger than the target. The problem will result in the so-called distraction, which means
the system tracks to a wrong object for a long time.

The major ideas behind our tracking method include (a) removing local peaks with
smaller probability value to avoid trapping in the local maximum; and (b) reducing the
probability value of large interference object to solve the distraction problem. Figs.1(a)
and 1(b) illustrate the idea. In Fig.1 (a), the probability distribution f(x) has two smaller
local peaks at different positions (x=7 and x=38) of the image. First, we design a dom-
inant color filter to remove the local peaks, and the result is shown in Fig.1 (b). The
dominant color filter is derived from the color histogram of the target object. Next, we
extract implicit shapes of the tracking object and target candidates, which are called
object template and candidate maps respectively. Through the matching of the object
template and the candidate maps, the probability of the tracking object (at x=26) is
enhanced but the probability of the interference object (at x=49) is suppressed, as illus-
trated in Fig.1 (c).
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FIGURE 1. An illustration of how to avoid trapping in local maximum

To further to explain the function of the implicit shape, we assume a circle object with
green color is selected as tracking target, and an interference object with similar color
exists in the image. If only color histogram information is considered, then the probability
distribution image obtained with the back projection of the basic CamShift algorithm will
be the same as Fig.2(a). It is seen that the target object and interference object have the
same probability. However, combining the color and implicit shape, our matching function
will yield different probability distributions for target object and interference object, as
shown in Fig.2(b). More importantly, the probability value of the target object center
(mark with brown color) is greater than that of the interference object (marked with red
color), which means the interference of non-tracking object is suppressed. Fig.3(a) and
3(b) compares the probability distribution images in the real tracking cases. The left
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figure is obtained by the basic CamShift with only color information, and the right one is
that by our proposed tracking algorithm combing color and implicit shape information.
It is seen that with only color information, the probability distribution is corrupted by
the background object, and thus yielding distraction as shown in Fig.3(a). The reason is
that the background object, the box, has similar color to the skin color of the tracking
face. On the contrary, our proposed algorithm which fuses color and implicit shape can
attack the problem, as demonstrated in Fig.3(b).

Binary template(target)

Backprojection

Probability image Probability image

Target object
Other abject

Probability order : Probability order :
brown, yellow, blue, brown, yellow, blue,
green, red green, red
lo la

(a) Color information only (with CamShift)- (b) Fusion of color and implicit shape.
(with proposed method)-

FIGURE 2. Probability distribution images generated for synthetic case

(a) Color information only (with CamShift)- (b) Fusion of color and implicit shape.
(with proposed method)-

FI1GURE 3. Probability distribution images generated in real case of tracking

Although the probability of the target center is larger than those of other locations,
we still cannot assure the centroid of the search window obtained by moments is exactly
equal to the center of the target. The reason is stated in the following. Assume the
probability distribution image of the search window is I(x,y), the zero-order moment and
the first-order moments of the object can be calculated by [7]

MOOZZZI($,y>,($,y)€R (1>
MlO:ZZxI(x,y),(x,y)ER (2>
Mot =) > yl(z,y), (z,y) € R (3)

The centroid of the object is calculated from the above moments as
b Mo My
Myt My
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It is obvious that the centroid is linearly proportional to the first-order moments. When
an interference object exists, even its probability value is smaller than the target object, if
the non-zero calculation region R is greater than the target area. The first-order moment
and the resulting centroid could shift towards the interference object, which results in
the localization error. In this work, we design a mapping function which enhances the
portion with higher probability but suppresses the one with lower probability to avoid the
centroid shift. The design mapping function is shown in Eq.(5) and illustrated in Fig.4.

q1, if tl < p(k,l) < t2
w(k,1) =4 @, ifts<p(kl)<ts (5)

Gn, ift,1 <p(k 1) <t,

Referring to Fig.4, the t;, i = 1,2,...,n, are the decision thresholds, and the mapping
output are discrete values with ¢; < ¢;11. In Fig.4, A; is the areas of the respective decision
regions. If the areas satisfy the following condition, the distraction of the interference
objects can be avoided.

k—1
Ai = qi(tin — t;) and Y A; < Ay (6)
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FIGURE 4. An illustration of mapping function

Through the above process, the implicit shape feature is fused with color feature and
embedded into the probability distribution image w(k,[). Based on w(k,l), we compute
the moment features and then estimate the centroid of the object using gradient ascent
iterative algorithm. When the iterative procedure converges, the object location of the
current frame and its zero-th moment are obtained. Using the zero-th moment, we update
the object window size for the next frame.

2.2. Proposed Tracking Algorithm. The block diagram of the proposed tracking al-
gorithm is shown in Fig.5. It consists of two phases: Initial phase and running phase. The
initial phase is to generate a binary template of the target object, and a dominant color
filter. The binary template preserves the rough shape of the target object, so we refer to
it as implicit shape. The phase is done only in the first frame of the video sequence. After
the first frame, the system goes to the running phase, which estimates the location of the
object over time until video frames run out. This phase consists of two main processing
units. One is to calculate the probability distribution image of the search window of
every frame by employing color and implicit shape feature. The other unit is to find the
centroid of the object using gradient ascent algorithm, and then estimate the size of the
object window for the next frame. The detailed tracking procedure is described step by
step in the following.
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2.2.1. Initial Phase. Step 1 Initially, a user manually chooses a target to be tracked with
size w X h , which is referred to as object window. We then define a search window
centered at the object window with size (s x w) x (s x h), where the scaling factor s is
greater than one and determined in experiments. In our work, s = 1.3.
Step 2 Generate color histogram with N bins using the image pixels within the object
window, as illustrated in Fig.6(a). The histogram is further normalized to the range of
0,1, which represents the color distribution of the object to be tracked.
Step 3 Design a dominant color filter. Assume the color distribution of the object window
is {C(c;,pi),i = 1,2,..., N}, where ¢; is color bin, p; is the percentage of the color bin i,
and Y p; = 1. Sort the color bins in an descent order, and then select the M largest bins
to form a dominant color set, {D(k),k = 1,2,..., M}, where M < N.
Step 4 Generate a binary object template by filtering the images pixels within the object
window as
1 ifC3G, ) e{D(k),k=1,2,...,M}

Oi, ) = { 0, otherwise (7)
where C(4, j) is the color bin of the pixel at (¢, 7). Note that O(i,j) = 1 indicates that the
color of the pixel at (7, ) belongs to the defined dominant colors. The object template

includes the implicit shape information of the target to be tracked, as demonstrated in
Fig.6(Db).

2.2.2. Running Phase. Calculate Probability distribution image of Search Window:
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F1GURE 5. The block diagram of the proposed tracking algorithm

Color
Filtering

(b)
F1GURE 6. Color histogram of the target object and tracking object template
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This part is to calculate the probability distribution image of the search window for

each input frame. The search window is obtained by expanding the object window similar
to the Step 1 of the initial phase.
Step 5 Input an image frame, and then generate a dominant color bit map by filtering
the image in the search window using the dominant color filter. The operation of this
step is similar to Step 4. It is noted that the output dominant color map is also binary,
as shown in Fig.7.

F1GURE 7. Dominant color bit map of the search window

Step 6 Calculate a matching score map by matching the object template with each
candidate in the dominant color bit map. A candidate is a block with the same size as
the object template, i.e., w x h, taken from the dominant color bit map. The adjacent
candidates are overlapped in general and the distance of neighboring candidates can be
defined in advance. The distance affects the localization accuracy and computational load.
It is determined in the experiments which compromises the two performance factors. The
matching score between the object template O and a candidate block C' is done with a
simple binary comparison operation

S(0,C) = Z O(i,7) ® C(i,7), H: bit comparison (8)
The matching score of the candidate at (k,[) is obtained by
5(0,0)
Pkl) = ——= 9
(k1) = 22 (9

Step 7 For each candidate, we transform its matching score with the mapping function in
Eq.(5). Fig.8 shows an example of the probability distribution image generated, in which
different colors in the target circle represent different probability values. The center of
the target has the largest probability value, and the regions which are far from the center
have smaller probability.

Calculate the Centroid and Size of Object Window:

Step 8 Perform gradient ascent iterative algorithm using the probability distribution
image until convergence. After the convergence, we have the centroid and the zeroth
moment My of the object of the current frame.

Step 9 Update the size (w x h) of the object window with My, by Eq.(10), and then
repeat Step 5 to Step 9 for the succeeding frame.

MOO w
=9 —~ h=nh — 10
W= 2560 0% e (10)

where hy and wy are the height and width of the object window initially selected by the
user.
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3. Experimental Results. To evaluate the tracking performance of the proposed method,
we applied it on a wide variety of challenging videos in different environments and appli-
cations. And the results are compared with the mean-shift related algorithms including
the basic MeanShift [3],[4] and CamShift [7], which utilize color feature, and the modified
MeanShift [10] which combines color and LBP texture feature. The color features are
extracted either from RGB or HSV color space.

3.1. Video Databases. We collected five videos, each of which has its particular chal-
lenge in object tracking. Video 1 to Video 4 are downloaded from the websites, and the
remaining video (Video 5) is captured by the authors. The picture resolution of video 1
to 4 is 720x576, and the video lengths are respectively 680, 910, 179 and 487 frames. The
picture resolution of Video 5 is 640x480, and its length is 199.

Video 1 is captured in dark room, where the light is off, but the light is turned on at a
particular time. The selected tracking object is the face of a subject. In the background,
there are objects with color similar to the human face. Fig.9(a) shows the several samples
of this video.

Frame 15 Frame 173 Frame 230 Frame 1 Frame 135 Frame 204

Fi 630
Frame 372 Frame 429 Frame 560 Frame 207 Frame 484 rame

(b)
u q

Frame 10 Frame 50 Frame 115

Frame 125 Frame 148 Frame 170
Frame 130 Frame 148 Frame 160

© (d)
FIGURE 9. Sample frames of Video 1, 2, 3/4 and 5
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The Video 2, as shown in Fig.9(b), is also captured in the dark room, but some frames
have significant scale changes due to zoom in/out of camera. Around the frame 200,
tracking object has a rapid movement, resulting in blur of image frames. Moreover,
hands occlude face sometimes.

Videos 3 and 4 are the same video but with different tracking subjects. As demonstrated
in Fig.9(c), in the video, there are many subjects moving around and crossing over others
some times. In Video 3, the tracking object is the people wearing blue shirt. Several
occlusions occur, especially from frame 128 to frame 150. In Video 4, the tracking target
is the man wearing white shirt. Few occlusions and many background clutters occur in
the test video.

For Video 5, the human head is the tracking target. As shown in Fig.9(d), in this
scenario, a man who carries a box with color similar to tracking human face is moving
from the one side to the other side of a room.

3.2. Tracking success rate. Assume a video with length M frames. The actual target
region (ground truth) for a frame is represented as a set A, which is obtained manually,
and the detected target region is represented as a set B. The tracking overlap rate for a

frame is calculated by [17]

area(AN B)
P=—/—- 11
area(AU B) (11)
The value of overlap rate lies between 0 to 1. When P; is greater than 0.5, the frame is

regarded as being successfully tracked.

g 1 (success) , if P, > 0.5
i 0 (fail) , if P, < 0.5

We define the average tracking success rate for the video with length M as

1 M

3.3. Parameters setting. From the experiments of the above two videos, we found that
our algorithm can achieve satisfactory results with only H component. Thus we use H
component only in this work for simplicity and computational saving.

(12)

3.3.1. Number of dominant colors. The dominant color filter is used to segment the object
(region) selected by the user from the input color frame. The segmented binary object
image should be noiseless. More specifically, the segmented object should have no breakage
and no noise is generated in background area. The number of dominant colors M affects
the extent of breakage and the amount of background noise. To determine an appropriate
value of M, we collect many different color objects, as shown in Fig.10. And then we
perform color filtering with different values of M for the color objects, and the results
are shown Fig.11. It is seen when M = 1, the resulting binary object is not complete
(has many breakages). On the contrary, when M = 3, many noises are generated in the
non-object (background) area. Thus we choose M = 2 in our work for the balance of
object completeness and background noise.

Ficure 10. Color object samples for the determination of the number of
dominant colors
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(b)

FIGURE 11. Filtered results with different values of M, (a) M = 1, (b)
M=2 (c) M=3

3.3.2. Probability mapping functions. We design six discrete probability mapping func-
tions (M2 to M6) according to the constraint in Eq.(6). For comparison, we also design
a piecewise linear mapping function (M1). All mapping functions are shown in Fig.12(a)
to Fig.12(f), and the corresponding tracking success rates are demonstrated in Table 1.
It is seen that the mapping function M5 performs the best, and M2 the worst. For M5,
the mapping outputs are ¢l = 0.1, ¢2 =0.2, ¢3 = 0.7, ¢4 = 1.0.
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FiGURE 12. Mapping functions

TABLE 1. The tracking success rates with various mapping functions

Mapping function M1 M2 M3 M4 M5 M6

Video 1 0.400 0.214 0.234 0.401 0.419 0.235
Video 2 0.389 0.034 0.132 0.335 0.401 0.510
Video 3 0.733 0.554 0.598 0.640 0.778 0.562
Video 4 0.866 0.985 0.975 0.965 0.953 0.989
Video 5 0.920 0.893 0.884 0.882 0.960 0.879
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3.4. Evaluation of Tracking Performance. The evaluation of tracking performance
in this work includes quantitative and qualitative measures. Qualitative evaluation is per-
formed on visual interpretation, by looking at tracked rectangular masks yielded by the
algorithms. On the other hand, quantitative evaluation requires a numeric comparison
of computed results with ground truth data. In this work, we employ tracking success
rate defined in Session 3.2 for quantitative evaluation, and the results are demonstrated
in Table 2 and Fig.13. It is seen that on the average the proposed algorithm performs
significantly better than other algorithms; the average tracking success rate of our algo-
rithm is greater than that of the second best with approximate 20%. Since the lighting
in either Video 1 or Video 2 is too low most of time and changes dramatically, all algo-
rithms perform poor in these two videos. However, our method is much better than the
existing methods except MeanShift(RGB+LBP) in Video 1. It is noted that the existing
algorithms perform unstably for various videos. For example, the tracking success rate of
MeanShift(HSV) for Video 5 is 100%, but it is very poor for Video 1, 2 and 4. On the
contrary, our algorithm is relatively more robust for various videos.

TABLE 2. The tracking success rates with various mapping functions

Methods Video 1 | Video 2 | Video 3 | Video 4 | Video 5 | Average
Proposed 0.419 0.401 0.778 0.953 0.960 0.702
CamShift(H) [7] 0.225 0.058 0.517 0.064 0.578 0.288
CamShift(HS) [7 0.090 0.116 0.561 0.831 0.804 0.480
CamShift(HSV) [7] 0.124 0.272 0.639 0.900 0.874 0.562
MeanShift(RGB) [4] 0.203 0.234 0.877 0.081 1.000 0.479
MeanShift(HSV) [4] 0.097 0.188 0.816 0.074 1.000 0.435
MeanShift(RGB+LBP) [10] | 0.469 0.368 0.134 0.231 0.197 0.28
MeanShift(HSV+LBP) [10] 0.054 0.053 0.011 0.137 0.518 0.155

Fig.14 shows the qualitative evaluation of eight tracking schemes for the five videos. For
Video 1, as shown in Fig.14(a), the CamShift algorithm based on H, HS and HSV colors
generate poor results. The other algorithms also lost track in some frames. However, the
proposed algorithm performs well. For Video 2, it is seen that only our algorithm and
MeanShift based on HSV color and LBP texture features [10] perform relatively well in
tracking. However, our algorithm can automatically adjust the tracking object window
to adapt the scale change of the object, as shown in Fig.14(b).

Fig.14(c) shows the tracking results for some frames of Video 3. The predefined tracking
object is the man wearing blue shirt. The crossing over of the tracking object with the man
wearing white shirt makes the tracking challengeable. It is seen that CamShift-based al-
gorithms and MeanShift(RGB+LBP), MeanShift(HSV+LBP) tracked the wrong object
in some frames. Only our proposed algorithm, MeanShift(RGB) and MeanShift(HSV)

09
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M Proposed
o7

W CamShift(H) [7]

0e

m Camshift(HS) [7]

0s W CamShift(HSV) [7]

iy W Meanshift{RGB) [4]

03 M Meanshift{HSV) [4]

o Meanshift{RGB+LBP) [10]
! Meanshift{HSV+LBP) [10]
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Videol Video2 Video3 Videod Videos Average

F1GURE 13. Tracking success rates of various tracking algorithms
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achieve correct tracking. Fig.14(d) demonstrates the tracking results for some frames of
Video 4. The tracking object is the man wearing white shirt. Only our algorithm and
CamShift(HSV) achieve correct tracking. Fig.14(e) shows the scenario that a man who
carries a box with color similar to tracking human head is moving from the one side to the
other side. As shown in Row(2) to (4) of Fig.14(e), with CamShift, the tracking procedure
does not converge for some frames, yielding very large tracking window and thus reducing
tracking accuracy significantly. Nevertheless, our algorithm and MeanShift-based algo-
rithms performs well except the MeanShift(RGB+LBP).

ST . i _AE
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£ e I T4
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el LEE
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(e)

@
FI1GURE 14. Tracking results of Video 1, 2, 3, 4 and 5 by various methods.
Top to bottom rows: (1)Proposed(H), (2)CamShift(H), (3)CamShift(HS),
(4)CamShift(HSV), (5)MeanShift(RGB), (6)MeanShift(HSV), (7)Mean-
Shift(RGB+LBP), (8)MeanShift(HSV+LBP)

4. Conclusions. This paper has presented a robust real-time tracking algorithm based
on CamShift framework. It derives the probability distribution image of a particular frame
based on color and implicit shape features. The implicit shape information of the object is
extracted with a novel dominant color filter function, which is derived from color histogram
of the target to be tracked. The dominant color filter also reduces the possibility of the
trap to a local maximum of probability distribution. Experimental results on various
challenging video sequences indicate our proposed algorithm offers better robustness than
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the conventional CamShift and MeanShift-based related algorithms. The robustness to
significant rotation and illumination change will be further investigated in the future.
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