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Abstract. Visual object tracking finds the correspondence of the target object in con-
sequent video frames given only the target position in the starting frame, which is con-
sidered a major challenging task in computer vision. Siamese-based trackers, such as,
SiamRPN [1], SiamRPN++ [2], and SiamMask [3], have recently achieved a significant
improvement in visual tracking. On large-scale benchmark datasets, the appearance in-
variant feature embedding is important for Siamese trackers’ success via pair-wise offline
training. The object tracking process is treated as an optimization problem in Siamese
networks which finds a similarity between the feature representatives corresponding to
the target template as well as the learned features of the search area enclosing it. In this
paper, a hybrid attention-based Siamese network (Att-SiamMask) for robust single ob-
ject tracking is proposed that integrates the attention model with the Siamese network
to improve its discrimination ability of the tracker at the level of semantic as well as
textural features. In the proposed method, the attention weights are first determined in
order to enhance the sub-Siamese network similarity matching and then, the attentive
segments are located in order to cope with the search problem. Experimental results
show the robustness of the proposed Att-SiamMask tracker to reduce the tracking drifts
and failure compared with the recent competitive tracking methodologies that either use
the Siamese network individually or those that combine Siamese and attention networks.
The proposed Att-SiamMask outperforms the baseline SiamMask tracker mostly in the
matter of expected average overlap and robustness metrics with significant improvement
of 19.5% and 27% on publicly standard VOT2016 dataset and by and 21.5% and 22.5%
on VOT2018 dataset.

Keywords: Visual object tracking; Tracking drift and failure; attention mechanism;
Siamese network.

1. Introduction. Researchers have taken an interest in object tracking in recent years
as it becomes an important challenge in the area of computer vision research. In a wide
range of applications such as human computer interaction, video monitoring, medical
treatments, robotics, robot navigating, traffic management, and autonomous vehicles [4],
the object tracking is inevitable. Several challenges affect the visual tracking process,
that might appear in the form of non-rigid objects, occlusion [5], scale and illumination
changes, camera motion, low resolution and motion blurring [6]. Accordingly, designing
a robust real time tracker still a challenging research area.

There are a lot of tracking frameworks in literature. One of the best performing is the
correlation filter (CF)-based ones that show their superior computational effectiveness
and precision. However, with difficult tracking scenarios, the performance of CF trackers
is affected. Consequently, deep learning models with high functionality are employed
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to enhance tracking accuracy and apparently, numerous deep learning-based models have
been developed. Recent advanced tracking approaches, particularly deep neural networks,
are mainly focused on employing large datasets of labeled sequences offline train end-
to-end networks. The performance of such end-to-end deep Siamese networks, such as
SiamRPN [1], SiamRPN++ [2], and SiamMask [3], has shown non-stop enhancement of
more effective network architectures by the ability to learn dominant features.

Siamese-based Trackers search around the estimated target position in the previous
buffered frame to find the best location in the nest frame and calculate correlation with
the target template. The correlation between the feature maps obtained from the learned
network is used in the Siamese trackers rather than pixels. Some frameworks often up-
date the template, while others maintain the initially used one. Several recent tracking
algorithms are stimulated as a detection process such as SiamRPN tracking system [1], in
which the region proposal network (RPN) is employed into tracking, that was prompted
by faster-RCNN [1], that can be used for object detection. Multiple siamRPN blocks
in the SiamRPN++ tracker [2] have a resemblance to cascade-RCNN [7], which is an
enhanced framework for detection. Tracker ATOM [8] is rooted in the more accurate
object detection framework of IOUNet [9]. One can conclude from the above mentioned
that the detection algorithms are integrated into the tracking framework to achieve better
tracking. While the aforementioned detection-based trackers have achieved outstanding
high precision and accuracy in tracking process, Inconsistent and duplicated operations
make it hard to completely utilize the functionality of all these networks. Most previous
work has sought to improve the feature representation for individual target objects, while
the similarity among objects has been less explored, which might mislead the tracking
process in some complex scenarios. We introduce an attention-based SiamMask network
for visual tracking to achieve better tracking accuracy while reduce the detection failures
by integrating the attention mechanism into the Siamese network that in turn improves
the target discrimination. We propose a method for computing attention weights to en-
hance matching process using a partial Siamese network that determines attentive target
key parts to optimize the searching problem. The attentive scores emphasize the distin-
guishing parts of the objective whilst still reducing all others, resulting in a more accurate
target representation.

In the next sections, the related research work is introduced in section II. The Siamese
models that adopts using the attention mechanisms are then discussed in section III. The
methodology of the proposed tracking methodology including the importance of visual
attention to the tracking and the criterion to calculate the attention weights of the selected
key parts is presented in section IV. The objective as well as subjective evaluation are
presented and discussed in section V and finally, the achievement of the proposed method
is concluded.

2. Related Work. There are two common frameworks that are the basis for the most
recent tracking approaches. The discriminative correlation filter (DCF) is the first which
includes two main processes: the circulatory shift of the training samples as well as
correlation filters with fast learning in the Fourier domain [10]. The DCF has attracted
increasing attention due to its superior computational efficiency and relatively good track-
ing accuracy. Later, tracking techniques that employ DCF exploited the kernel functions
[11], motion information [12], multidimensional features [13], multi-scale estimates [14],
boundary effects alleviation [15], and ensemble combinations [16]. In order to cope with
different challenges as well as get better performance, the majority of DCF-drawn up
tracking techniques employ only a convolutional neural network (CNN) pre-trained for
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feature extraction, with no use of stochastic gradient descent (SGD) to adjust the param-
eters online. As a result, end-to-end trainable networks provide little value to DCF-based
trackers. Deep learning techniques are extremely useful for learning powerful deep rep-
resentations, and as a result, researchers started to integrate the correlation filter system
with these learning abilities, such as [17], MDNet [18], C-COT [19], ECO [20], and GFS-
DCF [21]. Another trend started to develop trackers based on Siamese networks by
learning from big data offline. [22] was the first to propose SiamFC, which used Siamese
networks to compare the similarity of the target object and candidate patches. After
that Li et. al. used SiamRPN to apply a region proposal network (RPN) [1] to Siamese
networks. By establishing distractor-aware training, Zhu et. al. improved the SiamRPN
[1] and SiamRPN++ [2], which allow the exploration of deeper networks using Siamese
trackers, whereas Wang et. al. established a SiamMask [3] which integrates instance
segmentation and tracking.

In the classic Siamese networks, every part of the two distinct objects is treated equiv-
alently through calculating its direct distance between two features and equally weighting
the features in each part. Even so, when it comes to visual tracking, situations become
more difficult, as the similar candidates to templates should be distinguished, while on
the other hand, the object of interest must be identified among those candidates as in
[23] . An object with notable occlusion or even a background clutter would then lead
to tracking drift or even failure. To improve the reliability of the Siamese network, an
accurate matching approach is a must. The attention mechanism is valuable in designing
essential features that stand out by the background as well as other distracting objects.
Computer vision applications such as image classification, pose estimate, and semantic
segmentation have all made use of the attention process [24]. With its high classification
as well as detection performance, the attention mechanism has recently received a lot of
importance.

3. Overview on Attention-based Siamese Networks. SA-Siam [25] proposed a real-
time Siamese network for object tracking based on SiamFC network. Two separate seman-
tic and appearance branches construct the SA-Siam. Each branch is a Siamese network
that learns based on similarity. The training of such two branches separately is a key de-
sign decision in SA-Siam network to maintain the heterogeneity of a two different types of
characteristics. It also includes a semantic branch channel attention technique. Weights
of the channel-wise are computed based on the activation of channel inside the neigh-
borhood of the target position. On the OTB benchmarks [26], the proposed SASiam
surpasses other high speed trackers by a considerable margin. However, because it shows
difficulties in handling the occlusion challenges, it scored low accuracy and EAO on VOT
benchmark.

For visual object tracking, HA-Siam [27] proposed a Siamese attention network which
calculates weights as well as location score maps in a unique forward through the whole
network. The suggested Siamese network simply incorporates such attention weights. The
full model with attention weights runs at only 30 frame per second (fps).

SiamFRN [28] presents a feature-refined framework for end-to-end tracking with im-
proved performance and real-time tracking. Using high-level semantic information, the
feature refinement network improves the target feature representation. Furthermore, it
allows the network to acquire essential information in order to locate the target, as well
as use learning for the representation of the target feature in a generalized form, hence
improving the performance of the tracking.
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SiamCAN [29] proposed a simple short-term tracking framework (SiamCAN) that has
been developed to overcome the problem of generating a reliable response map to im-
prove tracking performance by bridging the information flow between the search and the
template branches. Using a Cross-channel attention that interactively link the target tem-
plate to the search frame, allowing both to share the same channel weights. The baseline
[30] fps is reduced to 35 fps using the cross attention approach and anchor free regression.

SiamAtt [31] proposed a Siamese technique based on attention to improve the target
estimation. Based on the classification and attention branch scores, a weight fusion is
adopted to determine the accurate target location. RPN’s then the coordinates of can-
didate regions are predicted using the regression branch. Because the SiamAtt combines
both attention and offset modules, it is slightly slower than the SiamRPN++ [2]. The
proposed method shows difficulties in handling the frequent appearance change of targets.

SiamDA [32] proposed a dual attention-based Siamese network tracking technique.
SiamFC’s basic network structure has been enhanced by the addition of non-local and
channel attention modules. However, it achieved lower accuracy and robustness as com-
pared to the traditional trackers. NovlSiam [33] takes the full advantage of the potential
of features by incorporation of spatial and channel attention into SiamRPN [1].

From the above mentioned related research work, trackers show difficulties to discrimi-
nate the target object in the case of either drastic appearance change or occlusion that in
turn lead to tracking drift. As a result, we present a hybrid attention-based Siamese net-
work (Att-SiamMask) for single object tracking that exploits the essential key part of the
target object while suppressing the non-essential ones that in turn improves the discrimi-
nation ability of the tracker at both semantic as well as textural feature levels. Moreover,
the proposed model estimates a more accurate position which reduces the tracking drift
that in turn avoids the tracking failures.

4. Methodology.

4.1. Fully Convolutional Siamese Networks. Due to their accuracy and perfor-
mance, trackers with Siamese networks have grown in popularity recently. The above
tracking methodologies receive an object image template as well as a cropped search im-
age from a previous frame that are fed into a feature extraction network, which extracts
and correlates feature maps to generate a similarity map. Cluttered backgrounds, on the
other hand, can have an impact on such Siamese trackers. Recently, UpdateNet [34] and
Grad-Net [35], have attempted to devise alternative ways of updating the template online
to improve the target discrimination of Siamese trackers. An alternate methodology is
to use deep networks to extend existing online frameworks for the end-to-end learning,
such as ATOM [8] and DiMP [36] which improved feature representation by using motion
information in Siamese networks. SiamFC [22] has attracted the attention of the visual
tracking community, and many approaches have then been proposed. Siamese networks
match an exemplar z with a larger surrounding search patch image x to generate a high
deep response map. z and x are w*h Crop concentrated on the target and a larger cropped
image centering on the target’s latest predicted location, respectively. The response map
(left-hand side of (1)) refers to each spatial element as a response of a candidate window
(RoW). gθ(z, x) reflects a similarity between z and the n-th candidate window in x, for
example. SiamFC’s goal is the largest value of the response map that corresponds to
the target position in the area to search x. Rather, depth-wise cross-correlation in (1)
replaces the simple cross-correlation to generate a response map that allows each RoW to
encode additional information to specify the target object. The two cropped images are
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the input to a CNN fθ that generates two cross-correlated feature maps.

gθ(z, x) = fθ(z) ⋆ fθ(x). (1)

SiamRPN. adds a region proposal extraction sub-network to the Siamese (RPN) which
eliminates the complicated procedure of multi-scale feature maps extraction to handle the
scale in-variance by concurrently training a classification and a regression branches. On a
variety of benchmarks, it achieves state-of-the-art scores. Inside the RPN, there are two
sections: a similarity as well as a supervision portion.

Two branches are included in the supervision section, One is for foreground-background
classifying, while the other one is for proposals regression. The network should then gen-
erate 2k classification channels and 4k regression channels whether there are k anchors.
By using two convolution layers, the pair-wise correlation portion initially increases these
channels of φ(z) to two sections [φ(z)]cls and [φ(z)]reg, that have 2k as well as 4k through-
out channel, respectively. These two convolution layers divide φ(x) in and out two sections
[φ(x)]cls and [φ(x)]reg, but the channels remain unchanged. The correlation kernel of [φ(x)]
is serve for a ”group” form, meaning however that channel count in a group of [φ(z)] is
equal to the [φ(x)] cumulative channel count. On both two branches, classification and
regression, the correlation is calculated as:

Acls
w∗h∗2k = [φ(x)]cls ⋆ [φ(z)]cls (2)

Areg
w∗h∗2k = [φ(x)]reg ⋆ [φ(z)]reg (3)

Since introduction of anchors for the region proposals, tracking systems have become
highly responsive to the number, size, and aspect scores of anchor boxes, necessitat-
ing hyper-parameter tweaking ability to achieve better tracking with these trackers.
SiamRPN++ enhances SiamRPN by incorporating target template and search region
branch information via layer of depth-wise cross-correlation (DW-Xcorr). It uses a Co-
channel correlation mechanism using the feature maps of both branches. The imbalance
in parameter distribution between both branches is addressed by substituting the channel
cross correlation shown in Fig. 1 with depth-wise cross correlation as shown in Fig. 2,
which improves the training stability for bounding box prediction. SiamMask. argues

Figure 1. Illustrations of SiamFC Cross Correlation layer for single chan-
nel correlation map prediction between both the object template and can-
didate patches.

that providing per-frame binary masks is more important as compared to approaches that
adopt less informative object representations. Authors show that, in addition to similarity
matching scores and bounding box positions, the RoW of a fully convolutional Siamese
network can encode information needed for the pixel-wise binary mask generation. This
is possible by adding an additional branch and loss to existing Siamese trackers. They
use two-layer neural network hϕ to estimate one w×h binarized mask per RoW. Let mn

represent the predicted mask for the n-th RoW.

mn = hϕ(g
n
θ (z, x)). (4)
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Figure 2. Illustrations of Depth-wise Cross Correlation layer for multi-
channel similarity features estimation between a target and candidate
patches.

From (4), one can notice that a mask estimation is affected by both image to be seg-
mented, x, and the target patch image, z. As a result, z might be utilized to facilitate the
segmentation method: The network generates a new segmentation mask for x based on
a provided baseline image Loss function. Every RoW is marked with a pixel-wise mask
as a ground-truth. w×h cn, is associated with a ground-truth label yn ∈ {±1} during
training. The label corresponding to pixel (i, j) in the n-th candidate RoW of object mask
is cijn ∈ {±1}. For the mask prediction task, the loss function Lmask (5) is a loss due to a
binarized logistic regression across all existing RoWs:

Lmask(θ, ϕ) =
∑
n

(
1 + yn
2wh

∑
ij

log(1 + e−cijn mij
n )). (5)

As a result, classification layer hϕ consists of w×h classifiers, which together indicates
whether a particular pixel corresponds to the candidate window object or not. Lmask is
only considered for the positive labeled RoWs (i.e., with yn = 1).

The representation of Mask, unlike FCN [37] and Mask RCNN [38] that use seman-
tic segmentation methods, which maintain clear spatial information over the network,
SiamMask technique obey the idea of [[39] and [40]] and produces masks out of a flat-
tened representation of the target. In SiamMask, that representation is according to one
of (17×17) RoWs generated by applying the depth-wise cross-correlation between fθ(z)
and fθ(x).as shown in Fig. 3. two 1×1 CNN layers, with 256 and 632 channels respectively,
consist the network hϕ for the segmentation task. This enables each pixel classifier to use
the whole RoW information as well as to get a full picture of its respective window in x,
that is essential to differentiate among instances that appear to be the object of interest.
The attention-based technique, as explained in [41], is useful for creating distinct features
that stand out from the background and other distracting elements.

4.2. The Proposed Approach. We present an informative technique for focusing on
the essential parts of the object while suppressing the non-important parts of the target by
applying different weights to different regions of the object. For more effective matching,
we applied a new hierarchical model to calculate attention weights. It finds the object’s
essential part, which will be used to further calculate attention weights for enhanced
matching accuracy.

4.2.1. Visual Attention For Object Tracking. The technique of visual attention is widely
used in several fields in computer vision [42], posture prediction [43],and classification
techniques, [44, 45], to minimize the effect of insignificant components by focusing on
much more relevant ones. This technique is beneficial in visual object tracking when the
surroundings, illumination and the target objects are constantly changing. To sustain a
more robust object representation, greater attention to the relevant aspects of the object
is needed in these kind of instances. The attention techniques presented by ACFN [46]



28 A.Ėlsaid, M.Ḟouad, and T.Ġhoniemy

Figure 3. Schematic illustration of SiamMask[3]. ⋆d denotes depth-wise
cross correlation.

and SCT [41] enable them to select the related correlation filters for object tracking. The
attention values on such tracking methodologies are computed with an additional mod-
ule, such as decision trees, in [41] and [46], which demands decision trees online training.
Apart from that, deep CNNs cannot be employed with such a module. To facilitate the
calculation of attention weights without compromising the end-to-end characteristic of
deep learning, even without usage of extra subsystems, the Siamese network can be em-
ployed to deliver attentive information. Each part of two objects in the classical Siamese
network is treated equivalently by straightforwardly measuring the distance in between
two features and equally weighting the features for each part. Candidates that match the
target templates must be identified, and then, the correct target should be discovered from
such candidates. A crowded background or a target with strong occlusion, however, will
lead in an unanticipated tracking failures. To address these concerns, a robust matching
methodology should be provided to enhance the Siamese network efficiency.

4.2.2. Searching For Essential Parts. The attention calculated weights must be recogniz-
able in the more informative region of the target [27]. We start by looking for an essential
part of the target object assuming 1/2 while still preserving the important information.
To generate sufficient candidates with very little redundancy, with a stride of 1/4 of a
target size, a sliding window is adopted to detect the distinguishable area. As a result,
there are 9 essential candidate parts that cover every part of the item, with no candidate
pair overlapping more than half of the critical portions. We suggest an effective strategy
for selecting the most representative area among the generated candidates, which entails
removing the candidates from the target by setting the candidate pixel values to zero and
determining which component has the largest effects on the target. According to the can-
didates, the selected mask patches (Tm(i)) are utilized to cover appropriate parts, where
i ∈ {1,2,...,9} Represents its multiple candidates from top left corner to bottom right one,
the Target patch is T, and the masked target is indicated by Tm(i) with a specified posi-
tion covering black pixels. The masked target is then compared to the original target to
determine which part is the most distinguishable in the target object as shown in Fig. 4.
Where the masked part of each image suggests an essential part candidate. The most
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important part should contain as much information as possible on structure and discrim-
ination. We accomplish this by computing the inner product of the original patches and
masked ones. The segment with the smallest inner product cost demonstrates also that
vast majority of structural information has been lost, and the masked part corresponding
to it is more informative than other parts. As an outcome, we choose an essential part
based on the inner product cost. Instead of calculating this operation in pixel value, we
decided to do this in feature domain. For simplicity, the histogram-of-oriented-gradients
(HOG) features is employed as

k = argmin
i

HOG(To).HOG(Tm(i)). (6)

The corresponding image mask of the inner product with lowest cost is deemed the best
choice for the key part. Then, at the specified location, we crop the important component
of the target patch and then utilize it to calculate the attention weights.

Figure 4. The process of essential part selection.

4.3. Attention Weights. We use the essential part (K) of the object to calculate the
attention weights for matching after obtaining it. Higher weights are applied where the
essential part is located, and lower ones will be applied to the background. Aside from
that, weights should be increased in areas near vital parts. This is to emphasize the
essential component in order to construct more discriminative features and increase their
proportion for similarity matching. This behavior is similar to the way Siamese matching
works. As a result, we will directly compute observant information using the Siamese
network, which can improve the Siamese matching methodology for trackers. Based on
the findings of these analyses, we present a new method for computing those attention
weights using a small Siamese network, as Fig. 5 illustrates. Initially, the target and the
essential part are cross-correlated to derive attentional weight values. The weight values
would then be merged with the target to improve the matching accuracy by improving
matching of the attentional portion while reducing matching scores in the non-significant
one. Then, the attentive features are reused inside the search region in the long term.
The proposed attention weights are derived from a search for a region that is similar to
the essential component of the target patch as follows:

z = gθ(k, To) = fθ(k) ⋆ fθ(To). (7)
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Figure 5. The proposed framework of Att-SiamMask module.

All this can be regarded as a simpler Siamese matching methods in comparison to the
core matching method for locating the object location. Because the small Siamese network
has almost the same weights as the basic network, the features of the target location can be
reused. Rather than treating every component equivalently, these attention weight values
are implemented to the target that emphasizes the various components. The correlation
operation between the essential part and the object results in an attention weight with
a significant value near the essential part. It can also improve the essential parts of
the object while decreasing the insignificant ones. The final outcome is made up of two
cross-correlation processes that are integrated within each other. The tracking results
are directly indicated by the outside process corr, which is a greater level of the Siamese
matching methodology than the attention weight values. In fact, the inner product in
Siamese trackers calculate the distance between both target and candidate, and there
are various techniques for calculating such distance, as [47], which uses triplet loss to
compute the distance. To keep things simple, weights are directly applied to the object,
which is the same as applying attention weights to the matching outcome (inner product
of two objects) to recognize every part individually. As an outcome, the heavier weight
areas is a key part in the matching outcome. To complete the process which involves
integrating three associated patches through the suggested network, only one forward
pass is required. When we apply weights to tracking with Siamese methodologies, the
target is less probably straying away to the surroundings in most situations, even though
the attentive details concentrates on the target despite other areas.

Fig. 6 depicts the tracking scores of the ”Board” clip with and without including the
attention mechanism. The heat map contains far too many peaks and tracking failure
occurred at a central peak as illustrated. The heat maps is fine tuned and the appropriate
object has been accurately located upon implementing attention weight values to the
object.

5. Experiments and Results.

5.1. Implementation Setup. The proposed Att-SiamMask and all experiments are im-
plemented in Python with Pytorch on two NVIDIA GeForce RTX GPUs, RTX 2070 and
RTX 2080ti. The proposed approach has been compared to SiamFC[22], MDNet [18],
C-COT [19], FlowTrack [12], SiamRPN [1], C-RPN [48], ECO [20], DaSiamRPN [49],
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Figure 6. The response map without (upper), and with (lower) applying
attention technique on the target.

SPM [50], UpdateNet [34], GFS-DCF [21], ATOM [8], SiamRPN++[2], Dimp-50 [36], SA-
Siam [25], NovlSiam[33], HASiam[27], SiamCAN[29], SiamAtt[31], SiamDA[32], SiamFRN[28]
and SiamMask [3].

The template patch input size is 127 pixels and the search region input size is set to 255
pixels as in SiamMask [3], The modified ResNet-50 in [51] is used as the base Siamese sub-
network. Moreover, the receptive field is risen through the use of dilated convolutions [52].
For the proposed approach, an non-shared 1×1 convolution adjust layer with 256 outputs
is attached to the shared backbone fθ Total of 20 epochs are performed by adopting
stochastic gradient descent (SGD) The learning ratio has increased in linear way from
10−3 to 5×10−3 for at the initial five epochs and then decreases logarithmically till 5×10−4

for 15 upcoming epochs. The models is trained using COCO[53], ImageNet-VID [54] and
YouTube-VOS [55].

5.2. Dataset Description. We test our methodology on visual object tracking and ob-
ject recognition (VOT-2016 [56] and VOT-2018 [57]). The visual object tracking bench-
marks VOT2016 and VOT2018 are publicly available. VOT2016 has 60 different sequences
with varying levels of difficulty, whereas VOT2018 has ten different scenes with VOT2016.

5.3. Evaluation Metrics. The VOT benchmarks examine a tracker and when there is
no overlap between the estimated bounding box and the ground truth one, the tracker is
re-initialized after five frames. The accuracy (A), robustness (R), and expected average
overlap are used for evaluation for VOT benchmarks. The (A) metric measures how well
the estimated bounding box overlaps with the ground truth one. The (A) metric can be
cast as,

ϕt =
AG

t ∩ AT
t

AG
t ∪ AT

t

, (8)

where AG
t indicates the ground truth annotated bounding box and AT

t indicates the one
predicted by the tracker. This metric is considered better as the value increased. While
the robustness metric (R) counts the number of tracking failures (zero overlap between the
estimated and ground truth bounding boxes for a given frames). Sometimes, this metric
is named the failure rate, and determined on the basis of the lower the better. Finally,
the expected average overlap (EAO) measuring both of the accuracy and the robustness
metrics of a tracking system (the higher the better). Let Φi denote the convergence
between the ground truth box and the estimated one of the ith frame. Let the sequence
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is of length Ns. The averaged overlap (AO) of such sequence with length Ns is:

ΦNs =
1

Ns

Ns∑
i=1

ϕi. (9)

The tracker can be tested for different Ns length videos to find the average of the above
quantity:

Φ̃Ns = (ΦNs). (10)

Ns Φ̃Ns over the actual sequence lengths, from Nlo to Nhi, (An efficient tracker has high
A and EAO scores but lower R).

Φ =
1

Nhi −Nlo

Nhi∑
Ns=Nlo

Φ̃Ns . (11)

Figure 7. Comparisons between siamMask base tracker and the proposed
Att-SiamMask on the challenging sequence: Bolt2 with similar distractors.

Figure 8. Comparisons between siamMask base tracker and the proposed
Att-SiamMask on the challenging sequence: motorcross1 with background
clutters.

Figure 9. Comparisons between siamMask base tracker and the proposed
Att-SiamMask on the challenging sequence: road with occlusion challenge.
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Figure 10. Comparisons between SiamMask base tracker and Att-
SiamMask on the challenging sequence: CarScale in presence of large scale
changes.

5.4. Results and Discussion. The comparison results show that Att-SiamMask atten-
tion technique outperforms the recent trackers as per different evaluation metrics. The use
of attention weights to the Siamese network improves tracking efficiency, according to our
study. Experimental results show the effectiveness of the proposed Att-SiamMask tracker
that outperforms the baseline SiamMask in terms of the EAO and robustness metrics
by a significant improvement of 19.5% and 27% on publicly standard VOT2016 and by
and 21.5% and 22.5% on VOT2018 datasets as shown in Table 1 (Top results are in bold
black, second italic black.). On VOT2016, the proposed Att-SiamMask achieves accuracy
of 0.68, robustness of 0.17, and 0.528 EAO, exceeding state-of-the- art approaches that
either employ the SiamMask individually or combines the Attention mechanism with
SiamMask. In comparison to recent SiamRPN++ [2] and SiamMask [3] methods, the
proposed Att-SiamMask improves EAO by 6.3% and 8.5%, respectively.

The proposed Att-SiamMask scores the highest EAO on VOT2018 while resulting com-
parable accuracy and robustness as compared to the other recent techniques. Despite
the fact that SiamCAN [29] and SiamAtt [31] achieved lower robustness (R) than the
proposed Att-SiamMask on VOT2018, the proposed Att-SiamMask tracker shows to out-
perform such trackers with regard to A and EAO metrics due to the better estimated
bounding box during tracking. One can notice that the proposed Att-SiamMask can dis-
tinguish the target from distractors, while the SiamMask [3] drifts to the background as
shown in Fig. 7. An object with a noisy background will result in an unpredicted tracking
failures when using SiamMask [3], however the proposed Att-SiamMask can discriminate
the target object inside the background as shown in Fig. 8. An object with severe occlu-
sion will result in an unpredicted tracking failures as shown in Fig. 9, while the proposed
Att-SiamMask uses a more effective matching technique to handle occlusion problem. In
addition, the proposed Att- SiamMask can better locate the target object of large scale
changes as shown in Fig. 10.

As Fig. 11(̇a) and Fig. 11(̇b) illustrate, the AR-plot shows that our proposed Att-
SiamMask tracker achieves the best accuracy as well as failure rate among all the recent
tracking methodologies on VOT2016 while achieves a comparable failure rate with the
best accuracy on VOT2018 benchmark dataset that shows the ability of Att-SiamMask
to compromise between both the high accuracy as well as low failure rates.

Fig. 12(̇a) and Fig. 12(̇b) show the comparison between our Att-SiamMask and recent
competitive trackers on VOT2016 and VOT2018 respectively. As illustrated, the proposed
Att-SiamMask achieves the highest scores and ranked first as per EAO and outperforms
all competing trackers.

Fig. 13shows the overall performance of the Att-SiamMask tracker against recent com-
petitive tracking techniques in the form of precision and success plots. As shown, the
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Table 1. Results of the accuracy (A), robustness (R) and expected average
overlap (EAO) on VOT2016 and VOT2018.

Tracker VOT2016 VOT2018
A↑ R↓ EAO↑ A↑ R↓ EAO↑

SiamFC [22] 0.53 0.46 0.235 0.50 0.59 0.188
MDNet [18] 0.54 0.34 0.257 N/A N/A N/A
C-COT [19] 0.54 0.24 0.331 0.49 0.32 0.267
FlowTrack [12] 0.58 0.24 0.334 N/A N/A N/A
SiamRPN [1] 0.56 0.26 0.344 N/A N/A N/A
C-RPN [48] 0.59 0.25 0.363 N/A N/A N/A
ECO [20] 0.55 0.20 0.370 0.48 0.28 0.276
DaSiamRPN [49] 0.61 0.22 0.411 0.59 0.28 0.383
SPM [50] 0.62 0.21 0.434 N/A N/A N/A
UpdateNet [34] 0.61 0.21 0.481 N/A N/A 0.393
GFS-DCF [21] N/A N/A N/A 0.51 0.14 0.397
ATOM [8] N/A N/A N/A 0.59 0.20 0.401
SiamRPN++[2] 0.64 0.20 0.464 0.60 0.23 0.415
Dimp-50 [36] N/A N/a N/A 0.60 0.15 0.440
SA-Siam [25] 0.54 1.08 0.290 N/A N/A N/A
NovlSiam[33] 0.62 0.29 0.370 0.62 0.29 0.378
HASiam[27] 0.28 N/A N/A N/A N/A N/A
SiamCAN[29] N/A N/A N/A 0.59 0.17 0.445
SiamAtt[31] N/A N/A N/A 0.59 0.22 0.417
SiamDA[32] N/A N/A N/A 0.52 0.33 0.312
SiamFRN[28] N/A N/A N/A 0.54 0.25 0.223
SiamMask [3] 0.67 0.23 0.441 0.64 0.29 0.387
Proposed(Att-SiamMask) 0.681 0.17 0.538 0.656 0.231 0.474

Att-SiamMask significantly outperforms all trackers over the whole location error thresh-
old ranges in case of the precision plot (left) while at the same time achieve better overlap
as shown in the success plot (right).

6. Conclusions. This paper presented an attention-based Siamese tracker (Att-SiamMask)
for robust object tracking. The attention weight values, that are integrated to the pre-
sented Siamese network, improve the target discrimination that in turn improves the
robustness against the occlusions and significant appearance variations. The proposed
Att-SiamMask is extended to consider different features semantic as well as textural levels
to enhance the accuracy of the predicted location. Experiment scores on various tracking
benchmark tests validate the efficiency of the proposed tracker, which outperforms all
competitive either Siamese-based or attention-based trackers from the view points accu-
racy and performance. The Att-SiamMask tracker improves the EAO and robustness of
the base SiamMask tracker by 19.5% and 27% on the VOT2016 dataset, while achieves
an improvement of 21.5% and 22.5% on VOT2018 dataset, respectively.
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(a) (b)

Figure 11. The accuracy-robustness (AR)-raw plots of the competing
trackers using the (a) VOT2016, and (b) VOT2018 datasets.

(a) (b)

Figure 12. The expected average overlap (EAO) of the competing trackers
ranked using the (a) VOT2016, and (b) VOT2018 datasets.

Figure 13. The (a) precision, (b) and success plots of the competing track-
ers.

REFERENCES

[1] S. Ren, K. He, and R. B. Girshick, “Faster R-CNN: towards real-time object detection with region
proposal networks,” vol. abs/1506.01497, 2015.
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