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ABSTRACT. The identification of authorship in handwritten documents presents a chal-
lenging task in the field of pattern recognition. The most commonly used codebook-based
approaches for capturing writing style employ randomly extracted fragments. These meth-
ods may not fully represent the nuances of the writing style, and require significant com-
putational resources and time due to the numerous comparison operations between writing
fragments in test and reference documents. This paper proposes an efficient offline writer
recognition system that addresses the aforementioned limitations by using VLAD encod-
ing of fragments extracted from multiple keypoints, including FAST, SIFT, SURF, and
Harris. Recently introduced encoding techniques, such as VLAD, have shown improved
classification results by aggregating local descriptor residuals based on the nearest clus-
ter. Our study demonstrates that encoding redundant patterns within small fragments can
outperform established keypoint descriptors like SIFT and SURF. The proposed approach
inwvolves extracting small fragments centered around various keypoints, followed by ap-
plying the VLAD encoding method on flattened fragments to generate a global descriptor
for each image. We conducted experiments on five public datasets (BFL, CVL, IAM,
QUWI-EN, and QUWI-AR) and obtained promising results, with identification rates of
100%, 100%, 97%, 98.3%, and 96.9%, respectively.

Keywords: Writer Identification, keypoint, VLAD, Encoding Fragment, Codebook.

1. Introduction. Handwriting has been one of the ancient means of communication,
alongside audiovisual tools. Learning to write from an early age allows individuals to
develop their distinct writing style. However, variations in writing instruments, writing
surfaces, and an individual’s physical and mental state significantly affect writing styles.
Furthermore, even under identical circumstances and with the same tools, producing two
identical writings is impossible, contributing to the complexity of writer identification
tasks.

Despite this complexity, scientific research has explored the potential correlation be-
tween a writer’s personality and their handwriting [1], as well as the relationship between
the handwritten text and the writer’s gender or age [2]. Some studies have even helped
predict the date of writing for historical manuscripts [3].
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Advancements in image processing and pattern recognition have led to the development
of automatic systems for analyzing and classifying images and handwritten documents.
These systems seek to translate the knowledge base of forensic experts into digital tools
and automatic systems, used to identify the true author of a handwritten document. Such
systems can assist experts by proposing a list of likely candidates from a large dataset.

Among the various known approaches for identifying writers of manuscript documents,
codebook-based techniques have garnered considerable attention from researchers. These
methods rely on the extraction of a vocabulary of models, known as codebooks, which
allow for the effective representation of the characteristics studied. This is because, during
the writing process, individuals tend to use similar strokes and basic shapes generated by
the same hand gestures, resulting in the generation of redundant forms of writing with
varying frequencies. These redundant forms, or ”codebooks”, represent invariant writing
traits of each writer, and have shown promising results in the field of writer identification.

However, despite the successes achieved, codebook-based writer identification systems
suffer from several limitations. Firstly, these systems rely on randomly extracted frag-
ments that are grouped into separate classes according to their similarity, with a single
fragment chosen as the representative of each class. This approach may result in the
loss of important information contained in other fragments of the same class. Secondly,
the classification process is time-consuming due to the high number of comparison opera-
tions required between the codebooks of test and reference documents. Additionally, the
random extraction of fragments may not accurately represent the writer’s writing style.

To address these issues, we propose the use of keypoints or corners as locations for frag-
ment extraction. These keypoints represent locations where the writing suddenly changes
direction, and the forms of writing around these points are more likely to be more dis-
criminatory in characterizing the author than random fragments. Our second contribution
involves using the Vector of Locally Aggregated Descriptors (VLAD) encoding technique
to aggregate the various local descriptors to obtain a single global descriptor per hand-
written document. This approach enables the consideration of all the extracted fragments
and considerably reduces the execution time while ensuring higher classification rates.

The highlights of our study include:

e Proposing an identification system based on textural features extracted from square
patches centered around several keypoints.

e Conducting a comparative study between methods based on the encoding of keypoint
descriptors and those based on the encoding of small fragments.

e Demonstrating the efficiency of selecting keypoints as extraction locations by com-
paring them with randomly extracted fragments.

e Performing experiments on five public datasets written in four languages.

The remainder of this paper is organized as follows: In Section 2, we review relevant
literature on writer identification. In Section 3, we describe our adopted approach and
the methods employed. In Section 4, we present the test results, along with analysis
and discussion. Finally, we conclude the paper with a brief summary and discuss future
perspectives.

2. Related Work. In an important study by [4], which used handwritten documents of
1500 writers, the individuality of handwriting was demonstrated, establishing its poten-
tial as an effective biometric tool. Subsequently, a number of writer recognition systems
were developed based on two main groups of features: textural and structural. Structural
features, calculated at global or local levels, aim to capture the structural characteristics
of writing such as average intra-word and inter-word distances, line height, and writing
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inclination. While a number of writer identification methods based on structural fea-
tures [5, 6] have recorded high classification results, they require a long execution time
due to the complexity of segmentation and feature extraction steps.

Texture analysis-based techniques rely on retrieving a set of characteristics from spe-
cific regions [7] or the entire image [8, 9]. Texture-based techniques are known for their
short execution time, mainly due to the fast calculation of textural characteristics, unlike
structural features. [8] proposed an interesting system that achieved high identification
rates by using two local texture features on normalized image regions, namely the Lo-
cal Phase Quantization (LPQ) [10] and Local Binary Patterns (LBP) [11] descriptors.
These local texture features have been widely used in various texture classification sys-
tems [8, 10, 11, 12].

In addition to the LBP and LP(Q descriptors, other types of descriptors have been pro-
posed, such as Histograms of Oriented Gradients (HOG), which have been extensively
used in the field of face recognition [13, 14]. HOG descriptors, which are based on the
calculation of histograms from the angles formed by the gradients of vertical and hori-
zontal pixels around a given point, were used by [15] to extract local descriptors from
image fragments. The same authors proposed another system [16] by combining HOG
descriptors with GLRL White and GLRL Black. Similarly, [9] demonstrated the superi-
ority of local Gray Level Run Length (GLRL) descriptors over Gray Level Co-occurrence
Matrices (GLCM) and concluded that GLRL histograms contain more discriminative in-
formation. The good performance of textural descriptors has led scientific researchers
to test other types of descriptors, such as Oriented Basic Image Features (OBIF), Local
Ternary Patterns (LTP) [16], Run length [17], Contour-hinge [5], Contour-direction [5],
edge-direction [17] and edge-hinge [17].

Several studies have utilized the discriminative power of redundant patterns to improve
writer identification systems. For instance, [18] employed a technique that divided each
handwritten image into small fragments of size 13x13 and grouped morphologically simi-
lar fragments within the same class. In an extension of this study, [6] exploited two visual
elements of writings, orientation and curvature, in addition to the codebook generated
from small patches. Similarly, [19] proposed a technique that extracted invariant forms
from each handwritten document by dividing Tunisian and Algerian city words into small
patches of size 19x19, followed by a comparison of similarity between the invariant forms
of the test documents and those of training. In contrast to these studies, [15] utilized
a technique based on the extraction of textural descriptors (LBP, LTP, and LPQ) using
larger fragments (100x100). In another interesting study, [20] proposed a writer recog-
nition system based on constructing a codebook from small fragments extracted around
Harris keypoints. The experimental evaluation on the CVL and BFL datasets achieved
an identification rate of 88.5% and 97.3%, respectively, highlighting the effectiveness of
exploiting redundant patterns in improving writer identification systems.

Recently, in the last few years, increasing and particular attention has been paid by
scientific researchers to deep learning-based approaches [3, 21, 22, 23, 24, 25] thanks to
their ability in tasks of classification and identification of complex images. Indeed, deep
networks have the capacity to learn discriminating information directly from the data and
without going through traditional functionalities based on the calculation of textural or
structural descriptors of handwritten images. In 2015, Fiel and sablating [22] designed
the first writer identification system using a CaffeNet model with eight layers. In [3], the
author proposed an unsupervised deep learning system trained on 32x32 patches centered
around SIFT keypoints with labels relating to clustred SIFT descriptors. The same author
has proposed another system [23] in which he uses the VLAD encoding of the penulti-
mate layer activations of the ResNet-34 residual neural network to identify the writers of
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the KHATT and ICDAR13 datasets. In [26], an other end-to-end deep-learning system
for text-independent writer recognition was proposed using VLAD encoding method. A
global-context residual recurrent neural network (GR-RNN) was employed in [24] using
binary images, gray images and handwriting outlines to demonstrate that all textural
information contained in a handwritten image constitutes an element important in writer
identification systems. In [27], the author proposed a deep neural network (FragNet)
trained on words or text blocks of handwritten images. In [28], a study carried out on
the bilingual QUWI dataset with the activations of the different layers of the AlexNet
model, allowed to achieve scores of 92.78% and 92.20% on the English and Arabic subset
respectively.

Inspired by the performance of the VLAD encoding method and the keypoints used in
our recent study [29] and by the potential of fragment-based approaches [6, 16, 18, 19,
20, 30], we propose a system based on the combination of these three points by extract-
ing fragments centered around several keypoints which are then encoded via the VLAD
method. In the following section we present the details of the proposed methodology.

3. METHODOLOGY. The proposed methodology consists of three main steps: fea-
ture extraction, feature encoding, and classification. An overview of the approach is shown
in Figure 1.
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FIGURE 1. Overview of the proposed methodology for writer identification.

For each handwritten image, local descriptors are calculated based on square fragments
centered around various types of keypoints. During the learning phase, a dictionary is built
from local descriptors (i.e., flattened fragments) of handwritten documents. The VLAD
encoding step assigns a global descriptor to each handwritten document based on the
dictionary and local descriptors. This global descriptor is then used in the classification
step.

3.1. Features Extraction. Keypoint-based image classification systems have demon-
strated high efficacy in tasks such as face recognition and writer identification. Among
these systems, Scale-Invariant Feature Transform (SIFT) is one of the most widely rec-
ognized and successful methods. The SIFT method, as described in Lowe’s publication
titled ”Object Recognition from Local Scale-Invariant Features” [31], identifies key points
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by analyzing the derivatives of the scale space using a method called Gaussian Difference
(DoG). Following detection of these points, descriptors are generated utilizing information
pertaining to the amplitude and orientation of the gradient.

Despite its high performance, the detection process of Scale-Invariant Feature Trans-
form (SIFT) is known to be comparatively slow. In order to address this issue and achieve
faster detection of keypoints, Bay, H., Tuytelaars, T., and Van Gool, L. proposed a novel
technique named Speeded Up Robust Features (SURF) in their 2006 publication [32].
This technique is essentially an accelerated version of SIFT and was designed to improve
the speed of feature detection.

Prior to the development of Scale-Invariant Feature Transform (SIFT) and Speeded
Up Robust Features (SURF), an alternative keypoint detection method was introduced
in 1988. Chris Harris and Mike Stephens built upon the concept introduced by Moravec
to develop the Harris corner detection algorithm, which is regarded as one of the most
notable intensity-based corner detectors. The algorithm calculates the sum of squared
differences (SSD) between the original image and its shifted version in any direction at
the local level. This technique was presented in their paper titled ”A Combined Corner
and Edge Detector” [33].

In 2006, Rosten et al. introduced a highly efficient keypoint detection method called
Features from Accelerated Segment Test (FAST), which was further improved upon in
2010. This algorithm operates by computing a score that reflects the difference in intensity
between the central point and the 16 points located on a circle with a radius of 3 around
it. This score-based approach allows for the rapid identification of keypoints, as described
in the publication titled ”Machine learning for high-speed corner detection” [34].

Once key points are detected, small square patches are extracted around these key
points. These patches must be large enough to capture sufficient information about the
author’s style, but small enough to contain only redundant information or patterns (such
as writing strokes and gestures). These flattened patches are then passed through an
encoding step, as detailed in the next section.

Figure 2 shows some samples of fragments extracted around the Harris Corner Detector,
which are then flattened (as shown in Figure 3) before following the encoding step.
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FIGURE 2. Sample Harris Keypoint fragments from (a) QUWI-AR and (b)
QUWI-EN.

3.2. Features Encoding. The local features extracted from the flattened fragments are
encoded to generate a global descriptor for each image. The Vector of Locally Aggregated
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Descriptors (VLAD)[35] is a non-probabilistic version of the Fisher kernel[36] that codes
the first-order statistics by computing the residuals of the local features with respect to
their nearest cluster center. VLAD has demonstrated its effectiveness in several fields,
such as face recognition [37, 38] and writer identification [3, 23, 26] and is considered a
standard coding algorithm.

To construct the VLAD vector, the dictionary of k clusters (¢y, ¢, ... ¢) is generated
using the K-means algorithm. Then, for each cluster center ¢;, the embedding vector v;
is computed by aggregating the residuals of the local descriptors that are closest to c¢;:

v= Y (1) (1)

NN (z;)=c;
The concatenation of all the v; represents the global descriptor 0.

A

U = (vy,vg,...0x) (2)

Normalization has been shown to enhance the discriminative ability of VLAD encod-
ing. Among the various normalization techniques, power normalization has been widely
employed and has demonstrated its effectiveness in several research studies [3, 23, 26]:

U = sign(V) x |T|? (3)

We choose the value 0.3 for the power factor p. Finally, we apply the L2 normalization
for each vector.

v
1912

® (4)
3.3. Classification. The classification step is carried out using the nearest neighbor
classification method (KNN), which is based on finding the minimum distance between
the test vector and the closest candidates in the training database. Nearest neighbor
search (NN) is a popular classification method in computer vision applications, where the
task is to find the k closest points to a query point q or to find all points whose distance
from q is less than a radius r. To process these queries, a data structure based on space
partitioning can be used, such as the Ball tree algorithm [39].

The Ball tree algorithm is a binary decision tree, where each node represents a ball or
hyper-sphere containing child balls. To construct the ball tree, the data is first divided
into two hyper-spheres, each containing a group of points based on their distances from
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the center of gravity of the two groups. Each of the two hyper-spheres is then further
divided into two child hyper-spheres, and this process is repeated recursively.

4. Experiments & Results. In this section, we present the results of the tests con-
ducted to validate the proposed approach, along with a detailed discussion. We begin by
introducing the various standard metrics used in the evaluation, followed by a description
of the databases employed in the study. Subsequently, we present a comparison between
the approach based on keypoints and the approach based on the random extraction of
small fragments. Next, we discuss the advantages of encoding patches over encoding de-
scriptors for different keypoints. Finally, we compare the performance of the proposed
approach with other techniques.

To evaluate the classification performance of the proposed approach, we use several
standard metrics, including Top-N, Soft-N, and Hard-N.

e T'op — N : corresponds to the scenario where a training document similar to the
query document is classified at rank N.

e Soft — N : corresponds to the case where at least one document in the training
database similar to the query document is ranked at N or lower.

e Hard— N : corresponds to the case where all the documents in the training database
that are ranked at N or lower belong to the correct writer.

4.1. Datasets. The five databases used in this study cover a variety of languages and
writing styles, which allows for a comprehensive evaluation of the proposed approach.
These datasets include two English datasets, namely IAM [40] and QUWI-EN [41], one
Arabic dataset, QUWI-AR [41], one Portuguese dataset, BFL [42], and one hybrid lan-
guage dataset, CVL [43]. Each dataset is described in detail below.

The TAM dataset [40] consists of handwritten documents from 657 English writers.
Among them, 356 writers produced only one page while the other 301 wrote two or more
pages. Consistent with the approach utilized by [5, 44|, we have opted to retain the
first two writing pages submitted by writers who have contributed more than two pages
to our dataset. Alternatively, for writers who have submitted only one page, we have
divided the page into two parts. These modifications have resulted in a dataset consisting
of handwriting samples contributed by 657 writers, each represented by two samples.
Specifically, one writing page of each writer is utilized for training purposes while the
second page is reserved for testing.

The CVL database [43] includes handwritten documents in English and German from
311 authors. Twenty-seven writers produced seven text documents while the remaining
284 writers produced only five documents. Following the experimental methodology uti-
lized in previous studies such as [44, 45, 46], we have selected the initial four English
handwriting samples per writer. These samples have been allocated such that three of
them are used in the training set and the fourth is employed in the test set.

The brazilian BFL database [42] includes 945 handwritten documents in Portuguese
from 315 writers. In accordance with the experimental methodology utilized in prior re-
search, such as [47], we have utilized the entire BFL dataset consisting of three handwrit-
ing samples per writer. Specifically, two of the samples have been designated for training
purposes while the remaining sample has been allocated for testing.

The QUWI dataset [41] is a bilingual database that contains handwritten documents
from 1017 writers, where each writer wrote four samples, two in English and two in Ara-
bic. The English version includes only a sample of writings from 975 writers, while the
Arabic version includes all 1017 writers. The publicly accessible version of the dataset
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includes pages divided into paragraphs, generating six Arabic pages for each writer. Con-
sistent with the experimental approach employed in earlier studies such as [26], we have
designated one page from each set of handwriting samples for use in the testing stage
while the remaining pages have been reserved for training purposes.

Writing samples from QUWI, IAM, BFL, and CVL datasets are presented in Figure 4.
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FIGURE 4. Examples of Handwritten Documents from (a) QUWI-Ar, (b)
QUWIL-En, (c) IAM, (d) BFL and (e) CVL

4.2. Sensitivity to the number of writing fragments. Figure 5 presents the results
of the proposed system using the QUWI (AR) database with several numbers of 39x39
fragments and several extraction methods.

The study results confirm the positive correlation between the amount of training data
and the system’s performance. Irrespective of the method used, the increase in the number
of learning fragments significantly enhances the performance of the proposed approach.

Furthermore, the results indicate that there is a substantial gap in the identification
rates obtained using the random extraction method and those based on keypoints for small
numbers of fragments (100 and 500). Specifically, the use of 100 randomly extracted
fragments resulted in a Top-1 identification rate of 7.1%, while the use of fragments
centralized around the Harris Corner detector resulted in a rate of 46.2%. The rates were
even higher than 30% for the case of fragments centralized around the other key points
(FAST, SIFT and SURF). These results highlight the superior discriminative power of
the fragments extracted around keypoints compared to those extracted randomly.

4.3. Sensitivity to window size. Our proposed approach for writer identification is
based on encoding handwritten text fragments using VLAD, and the system’s perfor-
mance is logically sensitive to the size of the selected fragments. Table 1 presents the
Top-1 identification rates calculated for each dataset using various fragment sizes. The
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FIGURE 5. Impact of the number fragments on QUWI (AR) database using
VLAD encoding (k = 64) with multiple extraction methods

TABLE 1. Top-1 identification rates as a function of window size using
fragments centered around SURF key points (Hessian threshold=3000) with
the VLAD encoding method (k = 64)

Fragment CVL BFL IAM QUWI QUWI
Size (AR)  (EN)
15x45 994 994 028 93 96.5
42x42  99.4 994 93.8 926  97.2
39x39  99.7 994 934 94.3  96.5
36x36  99.7 994 94.2 941  97.1
33x33 100 99.4 942 93 97.3
30x30 994 994 934  93.9 97
25x25 994 994 91.9 909  96.8
20x20 994 984 915 904  96.7
15x15 99 984 90.7 873  95.7
10x10 981 97.8 86.7 731  60.5
5x5 89.7 952 70.1 40.3 345

classification rates are generally low for small window sizes (55 and 10x10), whereas the
system is more stable for medium or large size fragments.

The optimal fragment size varies across datasets. For CVL and QUWI (EN), the best
Top — 1 classification rate is achieved using fragment sizes of 33x33, while for QUWI
(AR) and TAM, the best performance is realized using fragment sizes of 39239 and 36236,
respectively. For BFL, the best identification results are obtained using fragment sizes
ranging from 25225 to 45x45.

Compared to other writer identification systems that use small fragments (such as [6],[18],
and[19]) or large fragments (such as [16] and [30]), our proposed system employs medium-
sized fragments that aim to represent handwriting gestures and strokes likely to be com-
mon across multiple writings by the same person.

In the following sections of this paper, we choose the following fragment sizes for each

dataset: 33x33 for BFL, CVL, and QUWI (EN), 36236 for IAM, and 39239 for QUWI
(AR).
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4.4. keypoints features vs Keypoints fragments vs random fragments. Encoding
methods such as VLAD, Fisher Vector, and Bag of Words have been widely used in the
encoding of keypoint descriptors [35, 48, 49, 50]. In the proposed approach, we utilize
the VLAD encoding of script fragments representing local features of each handwritten
document.

To evaluate the effectiveness of our approach in a mono-script environment, we present
a performance comparison of the results obtained using encoding of script fragments
with those using original descriptors of BRIEF, SIFT, SURF, and ORB in Tables 2
and 3. The Top-1 metric indicates that the performance of fragment encoding significantly
outperforms that of descriptor encoding on almost all datasets. Particularly, in the QUWI
(AR) dataset, the difference in performance between the two approaches is very clear
because no keypoint descriptor except SURF reached 90% as opposed to fragment-based
methods (SIFT-Patch, Harris-Patch, FAST-Patch, SURF-Patch, and Random-Patch).
Moreover, the difference between the performance of fragments centralized around SIFT
keypoints and those of classic descriptors of the same SIFT keypoints is about 10 points.

TABLE 2. Classification performance on QUWI (AR) and QUWI (EN)
using VLAD encoding of (patches centered around keypoints vs random
patches vs keypoint descriptors)

QUWI (AR) QUWI (EN)
Extraction method | Top-1 Hard-2 Soft-5 | Top-1 Hard-2 Soft-5
SIFT-Patch 95.2 81.1 98.1 97 85.3 99.3
SURF-Patch 96.8 86.4 98.7 | 98.3 88.4 99.2
Harris-Patch 96.9 84.7 99.2 | 97.3 84.6 99.2
FAST-Patch 93.5 80.6 97.9 | 97.1 82.4 98.7
Random-Patch 91.9 75.8 974 95.4 82.1 97.9
BRIEF-Desc 88.6 67.6 95 93.9 75.6 98.6
SIFT-Desc 85.4 64.8 96.3 | 92.9 72.6 98.2
SURF-Desc 94.2 80.5 98.7 | 96.8 81.8 98.9
ORB-Desc 87.7 66.7 96 91.9 63.9 97.8

TABLE 3. Classification performance on IAM, CVL and BFL using VLAD
encoding of (patches centered around keypoints vs random patches vs key-
point descriptors)

IAM CVL BFL
Method Top-1 Hard-2 Soft-5 | Top-1 Hard-2 Soft-5 | Top-1 Hard-2 Soft-5
SIFT-Patch 96.5 - 97.9 100 99.4 100 100 95.6 100
SURF-Patch 94.4 - 97.6 100 99.4 100 99.7 97.1 100
Harris-Patch 94.2 - 97.9 100 99.4 100 99.4 97.1 99.7
FAST-Patch 97 - 97.9 100 99 100 100 96.8 100
Random-Patch | 95.7 - 98 100 99 100 99 96.2 99.4
BRIEF-Desc 89 - 97.1 100 97.4 100 99.7 97.1 99.7
SIFT-Desc 93.8 - 97 100 98.4 100 99.4 97.1 100
SURF-Desc 93.4 - 97.4 100 98.1 100 99 95.2 99.7
ORB-Desc 95 - 97.9 | 99.7 98.1 100 98.7 94.6 99.7

Furthermore, we observe that the performance of keypoints varies from one dataset
to another. FAST keypoints perform well in the three datasets IAM, CVL, and BFL,
while SURF performs well on CVL and on the English version of the QUWI dataset.
Similarly, Harris keypoints yield higher Top-1 identification rates in both QUWI(AR)
and CVL datasets. The excellent performance of methods based on patches suggests that
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their descriptors may serve as a potential replacement for classic descriptors of keypoints,
despite their larger dimensions.

In addition to the comparison with methods based on descriptors, we also compare the
efficiency of our method based on encoding of fragments extracted around keypoints with
that of randomly extracted fragments. Tables 2 and 3 demonstrate the identification rates
reported by the two approaches, where we can see that the method based on keypoint
fragments significantly outperforms the random extraction method. However, we observe
that encoding of randomly extracted fragments also yields good results on the CVL and
BFL datasets characterized by their medium number of classes, unlike the QUWI (AR)
and QUWI (EN) datasets where the random extraction method yields lower identification
rates. These results demonstrate the usefulness of using keypoints as extraction points,
as these points of interest define the specific and interesting information contained in each
image.

4.5. Performance Comparison with State-of-the-art. The recognition of the writer
remains a widely studied problem. To evaluate the effectiveness of our proposed approach,
it is important to compare its performance with other well-established identification sys-
tems in the literature. A comparison of our system with those evaluated on the same
datasets (CVL, BFL, TAM, QUWI-AR, and QUWI-EN) is presented in tables 4,5,6,7,
and8.

TABLE 4. Performance Comparison with State-of-the-art on the BFL database

System Method Number of writers Top-1
8] texture descriptors (LBP & LPQ) 315 99.2
[47] Edge-hinge and Run-length 315 98.4
[20] implicit shape codebook 315 98.3
[51] LBP & oBIF 315 98.6
[52] SIFT & SVM 315 98.7

Our Fragment Encoding (FAST/SIFT) 315 100

TABLE 5. Performance Comparison with State-of-the-art on the CVL database

System Method Number of writers Top-1
[22] Convolutional Neural Networks 310 98.9
[44] BDCT descriptors 310 99.6
[23] Convolutional Neural Networks 310 99.2
[47] Edge-hinge and Run-length 310 94.8
[20] shape codebook 310 94.3
[46] LSTP 310 100
[27] Convolutional Neural Networks 310 99.1
[53] Convolutional Neural Networks 310 99.7
[54] Residual Transformer 310 93.3
[55] Diagonal gradient 310 100
[56] Codebook 300 99
[57] CNN 310 82.1

Our Fragment Encoding (SIFT) 310 100

Tables 4 and 5 demonstrate that our system based on FAST keypoint fragments for the
BFL dataset and (SIFT/ SURF/ FAST/ Harris) fragments for the CVL dataset achieves
the best performance with a Top — 1 identification rate of 100%. While in tables 6,7,
and 8, although our system does not achieve the best performance on the QUWI-AR
and QUWI-EN datasets, it is ranked second after our previous work, which is based on
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TABLE 6. Performance Comparison with State-of-the-art on the
QUWI(AR) database

System Method Number of writers Top-1
[58] direction, curvature, and tortuosity 1017 70.1
[16] HOG and GLRL 1017 76.3
[28] Convolutional Neural Networks 1017 92.2
[26] Convolutional Neural Networks 1017 99.8
Our Fragment Encoding (Harris) 1017 96.9

TABLE 7. Performance Comparison with State-of-the-art on the
QUWI(EN) database

System Method Number of writers Top-1
[58] direction, curvature, and tortuosity 1017 70.1
[16] HOG and GLRL 1017 76.3
[28] Convolutional Neural Networks 1017 92.2
[26] Convolutional Neural Networks 1017 99.7
Our Fragment Encoding (SURF) 1017 98.3

TABLE 8. Performance comparison with state-of-the-art on the IAM dataset

System Method Number of writers Top-1
[6] Codebooks 650 91.0
[59] SIFT 657 98.5
[60] One-Class Classifier 657 94.5
[61] SIFT and RootSIFT 657 97.8
[62] Convolutional Neural Network 657 93.1
[27] Convolutional Neural Network 657 96.3
[26] Convolutional Neural Networks 657 99.5
[53] Convolutional Neural Networks 657 98.3
[54] Residual Transformer 657 91.4
[57] CNN 657 87.7
Our Fragment Encoding (FAST) 657 97

a combination of deep learning and fragments extracted around the two keypoints FAST
and Harris Corner Detector. However, our proposed technique remains simpler and faster
than deep learning-based approaches, which require significant time for the training step.
For instance, to train a ResNet-34 model on the QUWI-AR dataset, it took about a week
in [26], while the fragment encoding-based method required only three hours.

5. Conclusion. This paper presents an innovative technique for the automatic iden-
tification of writers from handwritten documents. The proposed approach utilizes the
existence of interesting pixels (keypoints) in handwritten images and the redundancy of
certain patterns and handwriting gestures that are repeated for each writer through their
handwriting. In contrast to classical methods that directly submit fragment information
to a classifier, the proposed approach employs the VLAD encoding method to extract
information from local features of these fragments, generating a global descriptor for each
handwritten document to improve system performance. The technique is evaluated on
five datasets of various languages and sizes, and the obtained results are comparable to
the best classification rates achieved thus far.

The investigation of keypoint fragment encoding has the potential to be extended to
various fields of machine vision, including signature verification and gender identifica-
tion. Additionally, it may be worthwhile to explore the application of this technique in a
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multi-script environment, where the training and testing elements consist of handwritten
documents written in multiple languages.
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