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Abstract. Aspect-level sentiment analysis of user reviews is essential to the area of
multi-sentiment analysis. Accurately recognizing the many sentiment polarities present
in several elements of a single phrase is its fundamental function. Existing models, how-
ever, frequently contain flaws. They frequently struggle with the issue of either aspect-level
semantics, sentence-wide semantics, or both being absent. Furthermore, throughout the
analysis process, aspect terms’ positional variations and contextual correlations are fre-
quently overlooked. The precision of sentiment analysis is impacted by these flaws. To
increase sentiment classification performance, this study suggests an aspect-level senti-
ment analysis model that blends data augmentation technology with RoBERTa.It is evi-
dent from trials on particular datasets that this model outperforms the AE-LSTM model
in terms of accuracy rate, marking an advancement in the field of sentiment analysis.
Keywords: Aspect-level Sentiment Analysis; RoBERTa; data augmentation;

1. Introduction. Text sentiment evaluation can routinely analyze and apprehend thoughts
and emotions in text, enabling humans to successfully draw close the emotional devel-
opments at the back of massive quantities of textual data. This technological know-how
is tremendously treasured for commercial enterprise decision-making as it can furnish
insights based totally on actual customer feedback, assisting groups to optimize prod-
ucts, enhancing carrier quality, and regulating market strategies. Coarse-grained sen-
timent evaluation can decide the sentiment tendency of archives and sentences, whilst
fine-grained sentiment evaluation can decide the sentiment tendency of particular fac-
tors in sentences. This article researches element degree sentiment evaluation (ALSA),
which includes finer-grained sentiment classification of objects or entities in the corpus
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[1, 2], which can higher meet the wishes of corporations [3]. For example, in the remark
”The taste of the dishes is super and the fees are reasonable, however, the mindset of
the personnel is disappointing.”, the thing and its corresponding emotional polarity are
”taste of food” positive, ”price” positive, and ”service” negative, respectively. In regular
laptop mastering methods, function extraction is based totally on a guide diagram and
requires expert information and trip [4], whilst the coaching and optimization of classifiers
are primarily based on basic machine learning (ML) algorithms such as naive Bayes, etc.
Although these techniques can obtain widespread outcomes in the subject of sentiment
analysis, their effectiveness is significantly restrained by using first-rate features and fre-
quently requires exceptional guide characteristic determination and parameter tuning to
obtain the greatest overall performance [5].

Currently, with the improvement of deep mastering technology, though current strate-
gies have made some growth in this field, There are nonetheless some limitations. Firstly,
regular BERT fashions dealing with unregistered users’ impact are now not suitable when
the usage of OOV and nested entities. The full name of OOV is out-of-vocal, which
means ”Out-Of-Vocabulary” in Chinese. Secondly, attention mechanism and though the
aggregate of CNN can enhance the interplay awareness between entities, it is no longer
positive in coping with complicated tasks. The nested shape is nonetheless inadequate
when combined [6, 7, 8]. Finally, current records augmentation strategies are proposed.
There is nonetheless room for enhancement in phrases of mannequin robustness.

To overcome the challenges previously highlighted, this study introduces a cutting-edge
aspect-level sentiment analysis model. The model innovatively incorporates dynamic word
embeddings derived from RoBERTa and augments these with embeddings for location
information and part-of-speech features [10, 11]. Furthermore, it integrates data aug-
mentation strategies and bidirectional long short-term memory networks to bolster the
detection of nuanced emotional sentiments within sentences. The primary innovations
and contributions of this research are as follows:

(1) A data augmentation module has been developed to generate adversarial samples
and perturb the original input, thereby enhancing the model’s generalization capabilities
through adversarial training. To achieve data augmentation, increase the diversity of
input samples, bolster the model’s robustness, and improve its ability to recognize am-
biguous entity boundaries, a technique involving the random substitution of synonyms or
hypernyms for non-stop words has been implemented.

(2) Enhanced semantic insights are obtained through the utilization of RoBERTa for
generating word embeddings with more robust representational capabilities. Addition-
ally, the model’s performance is amplified by a multi-attention mechanism that leverages
positional information, leading to a more profound understanding of the content correla-
tion between the text and the target vocabulary. The multi-head self-attention approach
effectively identifies the correlations among aspect words in commentary texts, thereby
refining the understanding and assessment of aspect emotions.

(3) In this context, a multi-head self-attention mechanism is deployed to distill key-
word information from aspects and to assess their contextual influence within the broader
text. This mechanism assigns each head the role of an independent attention unit, en-
abling the learning of diverse sentence representations across multiple representational
subspaces. By treating aspects and comment texts with equal importance, the model
introduces a multi-head self-attention mechanism that interactively learns a range of se-
mantic spatial information representations for sentences and aspects, thereby capturing a
richer array of emotional features. Introducing a multi head self attention mechanism to
interactively learn different semantic spatial information representations of sentences and



Aspect-level Sentiment Analysis of User Reviews 425

aspects, modeling aspects and comment texts equally, capturing richer emotional feature
information.

(4) An improved RoBERTa model, which performs better than its BERT equivalent and
acts as the word embedding layer, supports the model. It is stacked from the Transformer
architecture’s Encoder component. The BERT model has been improved by removing
the NSP task, using bigger corpora for training, increasing batch sizes, and extending
time steps. With every sequence input, a new masking strategy is generated by the
dynamic masking mechanism. The embedding layer of our model is formed by the pre-
trained RoBERTa model, which can be accessed through the Hugging Face platform. The
embedding vectors are then obtained from this layer.

2. Relevant technologies.

2.1. Attention mechanism. An essential tool in computer science, attention mecha-
nisms are particularly vital in machine learning (ML) and natural language processing
(NLP) applications [9]. Simulating human visual and cognitive processes enables models
to analyze sequential data by concentrating on distinct informational components, im-
proving the representation of the connections and significance among data. In natural
language processing tasks, attention methods are employed to intelligently highlight the
most pertinent information in the input sequence while lowering the influence of irrelevant
information. This greatly improves the model’s performance and accuracy. Each input
element is given a weight by the attention mechanism during the computation process,
indicating the content that the model should focus on when predicting the output [9].
The attention method in sentiment analysis tasks can automatically focus on terminology
that significantly affects the sentence’s sentiment, accurately determining the sentence’s
sentiment polarity. In sentiment analysis tasks, the attention mechanism can automati-
cally focus on vocabulary that has a significant impact on the sentiment of the sentence,
thereby accurately identifying the sentiment polarity of the sentence.

2.2. Long Short-Term Memory Network (LSTM). A bidirectional long short-term
memory (BiLSTM) network is employed in this article. Utilizing the surface’s semantic
information (BiLSTM) to extract text and remark text. To obtain a more thorough under-
standing of sequence data and to facilitate deep-level feature extraction of input context
information, it can concurrently use the past and future. This allows for the building of
context dependencies using forward LSTM and backward LSTM models. Sentences are
processed in reverse order by backward LSTM and from left to right by forward LSTM
[10]. Therefore, through BiLSTM, two results can be obtained: different hidden repre-
sentations, then move the word forward and backward in the hidden state. Connect the
hidden states of text to obtain a more comprehensive semantic understanding of infor-
mation. Assuming that Xc = (xc

1, x
c
2, . . . , x

c
n) represents input related terminology. After

using the RoBERTa model, the sentence embedding is obtained as Ec = (ec1, e
c
2, . . . , e

c
n).

Embedding aspects are represented as Ea = (ea1, e
a
2, . . . , e

a
m), among them Ec ∈ Rd×n and

Ea ∈ Rd×m, where d is the dimension of word embedding. Let the position embedding of
each word be Pt, part of speech embedding as post, it is necessary to concatenate data
augmentation, word embedding, part of speech embedding, and positional embedding of
the sentence, and the result of the concatenation is z′t = [Ec;P c

t ; pos
c
t ]. Then, input z′t

into the BiLSTM on the text to obtain the position operation. As shown in Figure 1,
the hidden state ha

t of aspect words can be obtained in the left BiLSTM. The specific
calculation formula is:

h̄c
t = LSTM(zct ) (1)
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ĥc
t = LSTM(zct ) (2)

hc
t =

[
→ ←
hc
t , hc

t

]
(3)

Where h̄c
t and ĥc

t represent the forward and backward LSTM’s hidden states at time t
respectively, and hc

t is the result of concatenating the two states mentioned above.

Figure 1. Model architecture diagram

Similarly, the hidden state of aspect words can be obtained through BiLSTM:

ha
t = [h̄a

t ; ĥ
a
t ] (4)

2.3. Word Embedding. Word embedding is one of the key technologies in NLP that
maps discrete vocabulary to a continuous vector space, enabling computers to better un-
derstand and process textual data. It encodes the semantic information of words into
vector representations, making similar words closer in the vector space, thereby capturing
the semantic relationships and contextual meanings between words. The transforma-
tion of low-dimensional vector space enables a more effective representation of semantic
and syntactic connections in high-dimensional vocabulary space, reducing computational
complexity while preserving the main semantic information. By using multiple embedding
techniques, embedding vectors with different expressive abilities can be obtained.

Figure 2. LSTM unit structure

where ht is the hidden state of time t; ct−1 and ct are the cellular state at the point
t− 1 and t, respectively; wf , wi, wc and wo are the trainable weight matrix; tanh and σ
are the time input tanh and non-linear activation functions; ot shows the output gate; c̃t
shows the update gate; ft is the forgotten gate.
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3. The model’s general architecture. As illustrated in Figure 1, an aspect-level sen-
timent analysis model utilizing RoBERTa and positional characteristics will be further
explained in this section. First, dynamic word vectors will be created using a pre-trained
language model called RoBERTa. Second, the model will be able to use part of speech
to enhance contextual representation and focus more on words that are closer to the
aspect words by combining the interaction notions between aspects and context as well
as aspect location information. The model can capture a variety of semantic traits by
utilizing a multi-head self-attention method, which guarantees the acquisition of rich se-
mantic content. The emotional polarity of particular phrase elements is then determined
by connecting the emotional features that were acquired in various methods and sending
them to the fully linked layer for classification using the Softmax algorithm.

3.1. RoBERTa embedding. In this article, the improved RoBERTa model with better
performance based on the BERT model is used as the word embedding layer, which is also
stacked from the Encoder part of the Transform model. The main improvements to the
BERT model are as follows: removing the NSP (next sentence prediction) task; using more
corpus and training with larger batch sizes and time steps; adopting a dynamic masking
mechanism, which generates a new masking method every time a sequence is input into
the model [11]. To retrieve the embedding vector and a pre-trained RoBERTa model as
the model’s embedding layer, this article makes use of the Hugging Face platform.

3.2. Location features. First, establish a position index sequence with a length equal
to the phrase, in which each word’s position index corresponds to the aspect word’s
location. A word’s position index is marked as ”0” when it is an aspect word, tstart
and tend the start and end indexes of the aspect are represented by two indications. A
positional index sequence is produced by determining the relative distance between each
word in the sentence and the aspect word. In ”The food is great, but the service is
like a dream”, for example, the positional index sequence for the aspect word ”food”
is [1, 0, 1, 2, 3, 4, 5], but the positional index sequence for the aspect word ”service” is
[4, 3, 2, 1, 0, 1, 2]. Various word position embedding representations can be produced by
querying the position embedding matrix p ∈ Rd×n [13]. The PyTorch framework is used
to randomly initialize position embedding, which is then continuously trained to provide
more accurate representations. The precise formula for calculation is

pc =


|c− tstart|, c < tstart

0, tstart ≤ c ≤ tend
|c− tend|, c > tend

(5)

where c is a word’s position index in the sentence; pc indicates the word’s location with
aspect words.

3.3. BiLSTM. In this article, the purpose of using a BiLSTM network is to extract
semantic information from comment texts and their specific aspects [14]. It can simulta-
neously utilize past and future contextual information to completely grasp the character-
istics of sequence data and can perform deep-level feature extraction on input contextual
information. It models contextual dependencies using forward LSTM and reverse LSTM.
The sentence is processed from front to back by forward LSTM, but the backward LSTM
processes them in reverse order. Therefore, by using BiLSTM, two different hidden repre-
sentations can be obtained, and subsequently, by concatenating the forward and backward
hidden states of each word, richer semantic information about the text can be obtained.
Assuming the sentence represents the input, indicating the input-related terminology.
The RoBERTa model is used to obtain the aspect and sentence embeddings, where d is
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the word embedding dimension. The concatenation result is, and then input it into the
BiLSTM on the right to obtain the position and part of speech context hidden state of
each word. ”;” represents the vector concatenation operation. The hidden state of aspect
words can be obtained in the left BiLSTM.

3.4. Data augmentation module. To increase the diversity of current datasets and,
consequently, the generalization capacity of models, data augmentation techniques are
commonly used in machine learning to improve model performance. Data augmentation
can greatly increase the model’s recognition efficiency for unusual or new samples in named
entity identification tasks. This article’s data augmentation module is primarily divided
into two sections. First, a synonym dictionary is utilized to improve a few samples in the
original data during the model’s data preprocessing phase. Adversarial training techniques
are then added to the model’s training phase to improve the diversity of data, slightly
alter the data features, and maximize the model’s resilience and recognition efficiency
through backpropagation.

(1) Synonym enhancement. This article employs Synonym Replacement (SR) as
a data augmentation technique, choosing n words from the non-entity portion of the
sentence that does not belong to the stop word set at random and replacing them with
synonyms chosen at random. In addition to improving the data’s semantic coverage, this
technique helps the model retain its recognition effectiveness even as natural language
changes. As a result, the corpus may be effectively increased, raising the variety of
context and language encountered during model training and successfully resolving the
OOV cold start issues when sparse labels are present.

(2) Adversarial training. In adversarial learning, the goal of adversarial training
is to increase the model’s dependability when faced with oppositional data. Adversarial
training involves creating oppositional samples by introducing small disruptions into the
input data. These samples are then used to train the model to better withstand adversarial
attacks. This is a more focused and specialized application that is usually used to improve
the stability and security of models. Equation (6) illustrates the adversarial learning
formula that was defined in [17]:

min
θ

E(x,y)∼D

[
max
radv∈S

L(θ, x+ radv, y)

]
(6)

Where x refers to the original input sample, y represents the corresponding true value
label, D represents the training set, radv is the perturbation, S represents the perturbation
space, L(θ, x, y) represents the loss of a sample, and finding a set of opposing samples
in the sample space that maximizes the loss is what the function in parenthesis signi-
fies. When confronted with this data distribution, the outer function refers to altering
the model parameters to lower the expected loss of the model on this adversarial sample
set. To improve the model’s robustness and recognition efficiency, this paper creates an
adversarial training that leverages Projected Gradient Descent (PGD) to create adver-
sarial samples, add perturbations to the model’s embedding layer, and train the model
using these samples. PGD’s fundamental concept is to move the current sample a little
bit toward the gradient of the loss function with each iteration, then map it back to a
predetermined range to make sure the final sample stays inside that range. Until the pre-
determined number of iterations is reached or a particular termination criterion is met,
this process is repeated. The following formulas can be used to represent the process:

rt+1
adv =

∏
radv∈S≤δ

(r′adv + α · g (r′adv) /g (r′adv)2) (7)
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g (r′adv) = ∇radv,L (fθ (x+ r′adv, y)) (8)

Where radv, F ≤ δ is the constraint space of the disturbance, α is the step size of the
disturbance. If the disturbance is too large, it will be pulled back to the boundary of the
sphere.

3.5. Multi attention mechanism. (1) A multi-head self-attention method for
interaction between aspects and sentences. Here, a multi-head self-attention mech-
anism is employed to extract keyword information from aspects and interact it with con-
text to determine the impact of keywords on context in aspects. In the multi-head self-
attention mechanism, each attention head operates independently and is capable of cap-
turing unique sentence representations from different feature spaces. By modeling aspects
and comment texts equally, a multi-head self-attention mechanism is implemented to dy-
namically collect different semantic and spatial information representations of sentences
and aspects, capturing deeper emotional feature information [15].

The hidden states of aspect terms ha
t and contextual hidden states hc

t are obtained
through left and right BiLSTM, concatenated in the sequence dimension, and represented
by

hac
t = hac

t = [ha
t ;h

c
t ]

The output of multi-head self-attention can be obtained by feeding hac
t into a multi-head

self-attention network. The aspect and sentence interaction representation can then be
acquired by performing an average pooling operation; the precise calculation method is
provided below.

MultiHead(Q,K,V) = Concat(head1; head2; . . . ; headn)W (9)

headi = Attention(Qi,Ki,Vi) (10)

Where W is the weight matrix and headi is the scaled dot product attention mecha-
nism’s output.

(2) Attention from aspect to sentence. The functions of the various words in the
context vary in how they depict the sentence. First, get the hidden context representation
of the aspect ha

t using the BiLSTM on the left. Second, the hidden context representa-
tion of the phrase hc

t is obtained by concatenating the word embedding vector, position
embedding vector, and part of the speech embedding vector through the BiLSTM on the
right. Lastly, determine each word’s attention weight distribution in the aspect terms
that match the sentence [16]. The relevant calculation formula is

Si =
n∑

j=1

αijh
c
j (11)

αij =
exp

[
f(hc

j, h
a
i )
]∑n

j=1 exp [f(hk, ha
i )]

(12)

f(hc
j, h

a
i ) = tanh(hc

jWmh
a
i + bm) (13)

where tanh is a nonlinear activation function, Wm and bm are trainable parameters,
and αij is the attention weight from the i word in the aspect terminology to the j word
in the sentence.

(3) Attention from sentence to aspect. The hidden representation of comment
text can be obtained through the BiLSTM on the right, and then the attention weights of
different words in the aspect can be calculated using location information, part-of-speech
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information, and semantic information. Different weights are further allocated to the
hidden representation of attention output from aspect to sentence, reducing the number
of learnable parameters, accelerating model convergence, and filtering out redundant in-
formation and noise in the original text, further improving classification accuracy. This
process can be expressed as:

cr =
m∑
j=1

βiSi (14)

βi =
exp[f(havg, h

a
i )]∑m

j=1 exp[f(havg, ha
j )]

(15)

f(havg, h
a
i ) = tanh(hT

avgWnh
a
j + bn) (16)

havg =
1

n

n∑
i=1

hc
i (17)

Where βi represents the attention weight of words in the sentence to aspect terminology;
havg is obtained by averaging the hidden states of BiLSTM on the right side through
pooling; Wn is the weight matrix; bn is the bias; cr is the output that has been attended
to.

3.6. Emotion classification. The final aspect-focused sentiment feature representation
x is created by combining the hidden state h and the attention output cr learned from the
phrase to aspect by the multi-head self-attention mechanism for aspect and context inter-
action. The projected dimension of x, which is then put into a dense layer, corresponds
to the number of label categories. There are three categories in this study. Lastly, a Soft-
max function is employed to ascertain the probability distribution of the text sentiment
polarity classes. The precise formula for calculation is:

y = softmax(Wxx+ bx) (18)

3.7. Model training. The aim of the model is the cross-entropy loss function, which is
expressed as follows:

Loss = − 1

n

n∑
i=1

m∑
j=1

(yij log ŷij) + λ∥θ∥2 (19)

Where n is the instance number and m is the category count; Sample i’s label is yij, and
ŷij forecasts the likelihood that it will fall into category j. The regularization coefficient is
denoted by λ, whereas the collection of all model parameters is represented by θ. Utilizing
gradient descent, optimize and modify the model parameters to lower the loss function
when training the model by comparing the loss magnitude between the label value and
the predicted value.

4. Experiment.
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4.1. Hyperparameter setting. Using a hidden unit count of 420 dimensions, embed-
ding representations of aspects and phrases are produced, both of which are 768 di-
mensions, building on the pre-trained RoBERTa model. Both the part-of-speech and
positional embedding dimensions are set to 100. The model can process phrases up to 90
lengths, and the batch size is 64, including 6 multi-head attention heads. Every weight
matrix is produced by evenly allocating (-0.1,0.1). The PyTorch deep learning framework
is used to implement the model that is suggested in this research. Additionally, the model
has L2 regularization and a Dropout mechanism, and the Adam optimizer is utilized with
a defined learning rate. There are three sentiment polarity categories, the regularization
coefficient is [value], and the dropout rate is set at 0.3.

4.2. Dataset. The restaurant and laptop datasets from the SemEval 2014 challenge are
used to evaluate the suggested model’s performance, as well as the SemEval 2015 and 2016
tasks’ restaurant 15 and restaurant 16 datasets, respectively. Four benchmark aspect-level
sentiment categorization datasets are made accessible to the public for experimentation.
Emotional categories, attributes, and comment statements make up each piece of data.
The dataset’s statistics are shown in Table 1. An example of the Restaurant 14 dataset
can be found in Table 2.

Table 1. Dataset statistics

Data Sets Aggressive Negative Neuter

Restaurant 14 (training) 2164 807 637

Restaurant 14 (Test) 728 196 196

Laptop 14 (training) 994 870 464

Laptop 14 (Test) 341 128 169

Restaurant 15 (training) 1178 382 50

Restaurant 15 (Test) 439 328 35

Restaurant 16 (training) 1620 709 88

Restaurant 16 (Test) 597 190 38

Table 2. Sample restaurant 14 dataset

Comment statements Aspect Emotion

I have to say they have one of the
fastest delivery times in the city.

delivery times Aggressive

In fact, this was not a
Nicoise salad and was barely
eatable.

Nicoise salad Negative

4.3. Evaluation Indicators. Accuracy A and macro average (macro− F1) are used as
performance metrics in this experiment. The percentage of samples that are correctly
identified out of the total is known as accuracy, and the method used to calculate it is

A =
TP + TN

TP + TN+ FP + FN
× 100% (20)
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where the number of positive cases that the model accurately detects is denoted by TP
(True Positives). The number of negative occurrences that the model accurately classifies
as negative is indicated by TN (True Negatives). The number of negative cases that the
model mistakenly classifies as positive is known as FP (False Positives). The number
of positive occurrences that the model mistakenly classifies as negative is known as FN
(False Negatives). F1 is a comprehensive evaluation metric that strikes a balance between
recall (R) and precision (P). The harmonic mean of P and R is used to determine the
final evaluation score.

Firstly, calculate the F1 values of each category (positive, neutral, negative), and then
average the F1 values of different categories to obtain the final evaluation metricMacro-F1.
Macro-F1 considers the differences between imbalanced categories and categories, which
can accurately examine the model’s effectiveness.

4.4. Experimental results. The suggested model was compared to several contempo-
rary classic multidimensional sentiment analysis models to assess its efficacy.

(1) AE-LSTM (LSTM with aspect embedding): AE-LSTM is a variation of LSTM that
uses a unidirectional LSTM network to represent sentences. The sole distinction is that
AE-LSTM links the average of aspect features to the sentence embedding’s end.

(2) ATAE-LSTM (Attention-based LSTMwith aspect embedding): ATAE-LSTM shares
a similar model structure to AE-LSTM, emphasizing the significance of aspect words in
aspect-level sentiment analysis by embedding them into each context vector. Addition-
ally, create a weight distribution using an attention mechanism to give crucial emotional
vocabulary greater attention.

(3) IAN (Interactive Attention Network): IAN is a type of neural network that interacts
through attention mechanisms. Make the model treat aspect information and contextual
features equally.

(4) MemNet (memory network): uses deep memory networks rather than gated re-
current units and long short-term memory networks for modeling. It obtains the final
emotional feature representation by paying greater attention to the significance of various
words in context through multi-layer attention methods.

(5) AOA (attention over LSTM): Capturing aspect and sentence information through
fine-grained attention. By using row Softmax and column Softmax to automatically
focus on important vocabulary in the sentence, the precision of sentiment classification is
boosted.

(6) PBAN (position-aware bidirectional attention network): It models using bidirec-
tional attention and position information. The model becomes more focused on senti-
ment words that are closer to the aspect words by using position information, which can
indicate that words at different distances have varied effects on the sentiment of aspect
words.

(7) AEN (Attention Encoder Network): To overcome the difficulties of parallelization
and long-term dependence loss in RNN variations, an attention encoding network was
proposed. Additionally, to lessen label unreliability problems, implement label smoothing
regularization.

The findings of aspect-level sentiment analysis of user reviews are compared between
this model and the traditional models presented in Table 3. Table 3 shows the compari-
son of aspect-level sentiment analysis results between this model and the classic models
discussed.

According to Table 3’s findings, the AE-LSTM model performs comparatively poorly.
Using the average aspect information embedding as part of the attention calculation can
result in some information loss, even when the significance of aspect information for
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Table 3. Classification results of different models

Model
Dining room14 Laptop Dining room15 Dining room16
A/% F1/% A/% F1/% A/% F1/% A/% F1/%

AE-LSTM 74.36 60.12 66.37 60.15 74.96 48.55 83.27 52.33
ATAE-LSTM 75.16 61.05 68.82 62.05 75.92 50.09 84.61 56.29
IAN 77.19 64.63 71.98 66.65 77.36 53.48 82.36 62.31
MemNet 78.25 65.72 70.13 63.17 77.65 59.42 83.45 57.68
AOA-LSTM 77.65 64.13 69.31 60.52 76.14 53.61 82.66 56.32
PBAN 79.94 71.55 74.35 61.89 79.31 56.74 81.96 60.85
AEN 81.97 70.28 76.59 62.65 82.16 62.52 83.11 68.76
The model 82.77 72.48 79.19 67.19 83.12 70.79 85.57 71.85

emotional expression is taken into account. To incorporate aspect information into the
hidden vectors, the ATAE-LSTM model joins the average of word and aspect embeddings
as the LSTM’s input. The attention mechanism is also used to help the model focus on
words in the comments that have important emotional meaning. As a result, it has been
0.8%, 2.45%, 0.96%, and 1.34% more accurate than AE-LSTM. Compared to the ATAE-
LSTM model, the IAN model performs better. It uses two long short-term memory
networks to acquire hidden representations of aspect terms and context, treats aspect
and context embedding equally, and then uses an interactive attention method to obtain
the final sentence representation. The contribution of contextual words associated with
aspect sentiment polarity is more likely to be captured by the MemNet model thanks
to its several layers of memory networks. The performance is superior to that of the
IAN and AOA-LSTM models. To emphasize the significance of aspect and context word
distance for sentiment classification, the model first uses RoBERTa to obtain dynamic
word embeddings with a stronger representation ability. Next, it takes into account
the interaction between aspect information and context using multiattention. Finally, it
incorporates location information. The model may also learn semantic representations
of aspects and remark sentences in different subspaces thanks to the multi-head self-
attention mechanism. Therefore, compared to the other models presented, the model
suggested in this article performs better. The accuracy in the four datasets mentioned
above has increased by 8.41%, 12.82%, 8.16%, and 2.3% when compared to the AE-LSTM
model.

5. Model Analysis.

5.1. Ablation experiment. Use ablation experiments to quantitatively examine the sig-
nificance and contributions of the various modules in the suggested model. Table 4 and
Figure 3 present the results of the ablation experiment. The multi-head self-attention
mechanism, position feature module, RoBERTa word embedding module, aspect and sen-
tence intersecting attention module, and other components were gradually eliminated
from the benchmark model presented in this study. The multi-head self-attention mech-
anism, the position feature module, the RoBERTa word embedding module, and the
attention module that interacts between aspects and sentences were all eliminated one
after the other to assess the contributions of the various parts of the suggested model. A,
B, C, and D are the respective designations for the new models that resulted. Table 4
shows that the accuracy has dropped by 2.66%, 3.19%, 3.13%, and 3.71%, respectively,
when the multi-head self-attention mechanism is used for aspect and sentence interaction.
Aspect-level sentiment analysis requires the use of a multi-head self-attention mechanism
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to interactively learn various semantic spatial information representations of sentences
and aspect items, modeling both aspect and comment phrases at the same time. The
RoBERTa embedding module, which has a similar effect to the multi-head self-attention
module and performs better in downstream tasks with powerful feature representation,
is the module with the second highest contribution. The model’s sentiment classification
performance can be improved by incorporating location data into the semantic learning
procedure. Lastly, the model will perform worse if the attention module that interacts
with aspects and sentences is removed.

Table 4. Ablation results

Model
Restaurant 14 Laptop 14 Restaurant 15 Restaurant 16
A/% F1/% A/% F1/% A/% F1/% A/% F1/%

A 80.11 68.24 76.00 65.16 79.99 67.63 81.96 69.42
B 81.97 69.45 78.21 65.97 82.46 69.63 83.55 69.21
C 80.23 68.56 76.36 66.32 79.56 68.57 82.29 68.74
D 81.78 69.12 77.25 66.46 81.96 69.32 84.51 70.37

Model of this article 82.77 70.28 79.19 67.19 83.12 70.79 85.57 71.85

Figure 3. Visualization of ablation experiment

5.2. The impact of the number of attention heads. To learn semantic informa-
tion of various representation subspaces in aspects and comment statements, the model
in this paper employs a multi-head self-attention technique. To determine the model’s
performance under various H, the number of heads (H) of the multi-head self-attention
mechanism can be changed. The experimental outcomes of the model on four datasets
are displayed in Figure 4. The accuracy trend across many datasets is quite comparable
as the number of heads in multi-head attention grows. This self-attention technique is
typical when the number of heads is 1. The model’s performance keeps improving as the
number of heads rises. The model performs best when H = 6, after which there is a
declining tendency. Therefore, merely adding more heads with multi-head attention does
not always result in better performance; on the contrary, it causes our model to perform
worse. This article has concluded that six heads are the ideal number for the multi-head
self-attention mechanism based on the experimental data.

5.3. Three phrases illustrating the effects of various elements. Figure 5 illustrates
how the suggested model exhibits an increasing trend across all datasets when a phrase
has less than three features. On the contrary, increasing the number of aspects from 3 to
7 will lead to a decrease in the fluctuation of model performance. Therefore, the increase
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Figure 4. The effect of attention head counts on model performance

in the number of aspects in a sentence hinders the learning of the model. However, the
model proposed in this article can still process multiple aspects of sentences with high
accuracy, proving the superior performance of the aspect level sentiment analysis model
proposed in this article. Conversely, if you increase the number of aspects from three
to seven, the model’s performance fluctuation will diminish. As a result, understanding
the model is hampered by a sentence’s increasing number of characteristics. Nonetheless,
the model suggested in this article can still accurately analyze several phrase features,
demonstrating the aspect level sentiment analysis model’s superior performance.

Figure 5. The influence of different aspects of the sentence

6. Conclusion. For aspect-level sentiment analysis tasks, a multi-attention model is
suggested, which is built on RoBERTa, data augmentation, and location features. The
primary concept of this approach is to gain more semantic information by using RoBERTa
to build word embedding with higher representation capabilities. Furthermore, the model
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has a multi-attention mechanism that can extract more detailed semantic information
between aspect words and sentences. Positional information may also be used to enhance
the model’s performance. The evaluation of aspect emotions can be further enhanced by
introducing a multi-head self-attention system that can capture the relationships between
aspects and comment texts. The results of experiments on four publicly accessible datasets
showed that the model suggested in this study can outperform the benchmark model and
develop efficient emotional feature representations.
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