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Abstract. The effectiveness of license plate location greatly affects the accuracy of li-
cense plate recognition technology. In view of the particularity of Chinese license plates,
this paper applies the SSD algorithm to license plate location, and introduces the method
of deconvolution fusion to optimize the SSD algorithm. Through the deep learning net-
work training on the test data set, our method is proved to be the most efficient and
most accurate model. Then we experimented again in our own dataset via the embedded
vehicle system. The results verified that our method improves the accuracy of detecting
small target license plates in complex environments such as dark, tilt, and multiple license
plates, and has better accuracy, versatility and adaptability of license plate location.
Keywords: License plate location, SSD, Deep learning, Small target detection, Embed-
ded vehicle system

1. Introduction. Vehicle license plate recognition technology is an important part of
urban intelligent transportation system management, which has wide application such as
public security law enforcement, highway toll collection, urban road monitoring, intelli-
gent parking lot management, traffic flow monitoring and so on. License plate recognition
technology generally consists of three parts, vehicle license plate location, character seg-
mentation and vehicle license plate recognition. Vehicle license plate location is, among
which, the base of vehicle license plate recognition, and is also the most important factor of
accuracy of license plate character segmentation and recognition results [1]. An accurate
and effective license plate location can simplify character segmentation and recognition
algorithm especially when in complex environment, such as rainy day, night, complex
background, inclined angle and multi-license plates, reducing deployment costs and im-
proving the applicability of license plate recognition technology.

Chinese license plate has its own special characteristics. There are mainly four color
types of license plate, blue background with white characters, yellow background with
black characters, white background with black characters, and black background with
white characters. The background color of license plate accounts for about 70% of the
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license plate area, and contrasts sharply with the character color. Besides, vehicle li-
cense plate contains rich features of texture and edges due to the inclusion of Chinese
characters[2].
According to the color and texture characteristics of Chinese license plates, traditional

license plate location methods can be generally divided into two categories. One type
is based on the gray-scale image processing of the license plate. These kind of typical
algorithms include edge detection based location algorithm[3], mathematical morphology
based location algorithm[4], wavelet transform based location algorithm[5], etc. The other
type is based on the color characteristics of the license plate, for example, location al-
gorithm based on the combination of color space conversion and morphology[6], or that
based on color edge detection[7-8]. These traditional license plate location algorithms can
achieve good detection accuracy under certain circumstances, however, their versatility
and applicability are unable to be obtained because of uncertain factors of natural envi-
ronment such as weather, illumination, complex background, shooting angle and distance.
In recent years, the versatility of license plate location technology in the natural environ-
ment has been greatly improved as the license plate location and recognition algorithm
are combined with convolutional neural network[9-12]. Moreover, license plate location
and recognition can be extended to other application, for example, security analysis and
improvement of image encryption scheme for some security consideration[13], or analysis
of seismic site emergency rescue traffic path[14].
In this paper, SSD algorithm is applied to license plate location and is optimized ac-

cording to the special characteristics of Chinese license plates. The inverse convolution
fusion method is introduced to improve the ability of detection of small targets. The
algorithm proposed in this paper is also applied to embedded vehicle system, and the
testing results show that the method has a better location ability of license plate.

2. Proposed Method.

2.1. SSD Algorithm. The SSD(Single Shot MultiBox Detector) algorithm, proposed
by Wei Liu in 2016 [15], is an end-to-end multi-frame detection depth neural network
model, which combines the regression idea of YOLO and the candidate frame mechanism
of Faster R-CNN. The regression idea of YOLO helps SSD algorithm to greatly reduce the
computational complexity of the neural network and improve the speed of the algorithm.
Candidate frame or region proposal does not need to be generated, while the feature map
of the input image is extracted as well as the bounding boxes of the position are regressed
on the feature map directly, then the objects are classified. The local feature extraction
method is used to obtain the features of different positions, different aspect ratios and
sizes, which is more efficient than the global feature extraction method of YOLO V2 for
a certain position. In addition, in order to increase the robustness of the model to detect
objects of different sizes, the SSD algorithm selects multiple levels of feature maps in the
network for prediction.

2.2. SSD Structure. The SSD structure is based on VGG-16 network as shown in Fig.1.
Subsequently, a convolutional feature map with progressively decreasing resolution is
added. Each layer of the feature map has different receptive fields, and a multi-scale
feature box can be obtained. The feature map can predict the object classification and
the offset of the target frame. Finally, the final detection result is generated by Non-
Maximum Suppression (NMS) to achieve multi-scale target detection. Compared with
fast RCNN, the algorithm has much faster detection speed due to no region proposals
generated, while compared with YOLO V2, the algorithm has better detection accuracy
because of using multi-scale feature box to judge comprehensively.
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Figure 1. SSD structure based on VGG-16

2.3. Shortages of SSD. SSD has its own shortage because only when the IOU between
the prior box and GroundTruth greater than 0.5 then can be put into the network for
training during the training process. Larger goals are likely to have greater IOU values,
as a result more prior boxes are included, and they can be adequately trained. On the
contrary, smaller goals have fewer prior boxes to cover itself and few IOUs are unlikely to
larger than 0.5, the training of small goals are not adequate either.

2.4. Optimization of SSD.

1. Using MobilenetV2 in place of VGG-16. Google released MobileNet V2 in
April 2018 [16]. MobileNet V2 optimizes the customization for mobile embedded
devices, reduces a large number of operands, maintains a certain level of detection
accuracy, and greatly reduces the computing speed of embedded devices and main
storage access requirements. MobileNet has built in a new set of network frameworks
with two important technical components: depth-wise separable convolution [17-18]
and inverse residual with bottleneck [19].

Using depth-wise separable convolution can reduce the time complexity and space
complexity of convolution layer exponentially. As can be seen from the following
formula(1), since the size K of the convolution kernel is usually much smaller than
the number of output channels Cout, the computational complexity of the standard
convolution is approximately k2 times that of the depth-wise separable convolution.
MobileNetV2 sets k at 3(k=3)A so the computational cost is 8 to 9 times smaller
than that of standard convolutions at only a small reduction in accuracy.

Complexity
Depth− wiseSeparable CONV

Standard CONV
=

1

K2
+

1

Cout

∼ 1

K2
(1)

The micro-structure of MobileNetV1AMobileNetV2 and ResNet are shown in
Fig.2. The micro-structure of MobileNet V2 is called bottleneck inverse residual
block[16]. It can be seen that the basic structure of MobileNet V2 and ResNet are
similar. Both of them use shortcut to add input and output. However, ResNet
first reduces dimensions (0.25 times), extracts features, and then increases dimen-
sions. Visually, ResNet’s microstructure is hourglass-shaped while MobileNetV2 is
spindle-shaped, which first increases dimensions (6 times), extracts features, and
then reduces dimensions. The bottlenecks encode the model’s intermediate inputs
and outputs while the inner layer encapsulates the model’s ability to transform from
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lower-level concepts such as pixels to higher level descriptors such as image cat-
egories. Finally, as with traditional residual connections, shortcuts enable faster
training and better accuracy. The nature of our networks allows us to utilize much
smaller input and output dimensions. In Fig.2 we compare the needed sizes for each
resolution between MobileNetV1, MobileNetV2 and ResNet.

Figure 2. The micro-structure of MobileNetV1, MobileNetV2 and ResNet

2. Deconvolution

Figure 3. Proposed SSD structure based on mobilenetV2

The structure of SSD is similar to image pyramid. The high-level feature maps
have large receptive field, low resolution, strong semantic information representation
ability and weak geometric details representation ability. On the contrary, the low-
level feature maps are just the opposite, having relatively small receptive fields, high
resolution, strong representation ability of geometric details, but weak representation
ability of semantic information. However, the detection of small targets depends on
the low-level feature maps and does not have the high-level semantic information
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contained in the high-level feature maps. Therefore, the SSD detection of small
targets is ineffective. In order to strengthen the detection of small targets, this
paper introduces inverse convolution to deconvolute high-level feature maps, and
fuse them with adjacent low-level feature maps to enrich the semantic information
of low-level feature maps. Detection performance will be degraded, however, due
to excessive deconvolution layers. Thus the proper number of deconvolution layers
need to be carefully considered. Taking into account the detection accuracy and
efficiency, this paper introduces the network framework of deconvolution layer as
shown in Figure 3 through the experiments.

In the framework , we can see that the SSD 1 convolutional layer is deconvolved
firstly to obtain the feature map with the same resolution as the Layer 12 layer, and
then concat with the original Layer 12 layer feature map, so that the Layer 12 layer
obtains better high-level semantics information. The information is supplemented
and the fusion Layer 12 2 is formed to transfer to the full connection layer.

3. Experiment and Result.

3.1. Simulation experiments. We trained our model with the union of PASCAL VOC2007
and PASCAL VOC2012, and evaluate the results on PASCAL VOC2007 test. The algo-
rithm training mentioned in this paper is divided into three steps: first, training MobileNet
V2; secondly, adding fusion model and training; finally, fine-tuning the entire network.

In the first training stage, ImageNet is used to train MobileNet V2 as our pre-trained
model. Batch size is selected as 16, the learning rate is10−3 in the first 80K iterations,
then continues training for 30K iterations with 10−4 and 30K for 10−5 respectively. In the
second stage of training, the fusion network layer is trained iteratively for 30K at a learning
rate of 10−3. Then the learning rate decreases to 10−4 for the next 25K iterations. Lastly,
we fine-tune the entire network by using learning rate 10−3 for the first 60K iterations,
and then continue training 30K with 10−4 and 30K with 10−5, last 20K iterations with
10−6. The results on PASCAL VOC2007 test detection are shown in Table 1. It shows
the improving the detection performance of our model. The original SSD can get 77.5%
mAP. Our model can reach 71.6% mAP., which is higher than MobileNetSSD by 4.1%.

Table 1. PASCAL VOC2007 TEST detection results

Method mAP Tv Train Sofa Sheep Plant Person Mbike Horse Dog Table Cow Chair Cat Car Bus Bottle Boat Bird Bike aero
SSD300
[97]

77.5 76.8 87.6 79.5 77.9 52.3 79.4 84.0 87.5 86.1 77.0 81.5 60.3 88.1 85.7 87.0 50.5 69.6 76.0 83.9 79.5

Mobilenet
SSD[96]

67.5 64.5 82.7 75.4 60.7 40.2 70.4 79.3 82.0 78.4 70.6 62.4 51.4 83.6 72.8 77.4 34.7 56.1 61.2 79.1 67.4

Our
method

71.6 68.5 83.3 78.4 62.5 44.8 72.2 80.6 82.2 78.4 73.7 62.8 53.7 82.9 74.4 78.8 44.6 54.7 36.4 78.2 69.7

Table 2. The running time on 2016 COCO TEST

Method Base NetWork mAP Madds Params
SSD300[97] VGG-16 21.2 34.9B 14.8M
MobileNetSSD MobileNetV1 19.3 1.3B 6.8M
Our Method MobileNetV2 22.4 0.9B 4.6M

The running time on 2016 COCO TEST is shown in Table 2, undertaking with batch
size 1 using Titan X and cuDNN 6.0.21 with Intel Core(TM) i7-4790K@4.00GHz. Our
Method is not only the most efficient model, but also the most accurate of the three.
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3.2. Testing experiments. We built a set of 12151 marked training pictures, 5000 pure
license plate pictures, 6451 pictures with license plate and complex background, includ-
ing different shooting angles, distances, different weather conditions, different number of
license plates and so on. In order to improve the generalization ability of the algorithm,
5000 pure license plate images were scaled to expand the data set. The ratio of the size
of each sample image block to the original input image is between [0.1, 1], and the aspect
ratio is between 1/2 and 2. If the center of the real frame is in the sampled image block,
the overlap between the real frame and the image block is preserved. After sampling,
each image block is set to a fixed size of 300 x 300 and flipped at a probability level of
0.5.

3.3. Embedded Platform Transplantation. This paper adopts Rockchip’s RK1608
Pre-ISP chip, which integrates two CEMH-XM4 with 600MHz frequency, and provides up
to 256*0.6GMIPS computing power. The built-in 256/128MB DDR and embedded VPU
(Vector Process Unit) supports convolution acceleration with various precision. Target
detection is more accurate and faster. The main AI application scenarios include face
access control attendance, security monitoring, image and video auditing, face beauty,
object recognition, all kinds of whiter appliances, and commercial display. Single core
7.5fp, dual core 11fps. The RK1608 dual-core, whose power consumption is around 1.5W,
can support MobileNetV2 ssd300.

3.4. Visual Experimental Results. The plate location method based on color segmen-
tation and Sobel operator [20] was compared in our experiments. The algorithm proposed
in this paper can locate the license plate efficiently and quickly, overcoming the influence
of background environment and shooting angle. When comparing under different tilt an-
gles circumstance, the proposed algorithm not only can accurately locate the tilted and
rotated license plates, but also can locate multiple license plates. When comparing in the
dark and long-distance environment, the proposed algorithm still can locate quickly under
the environment of poor illumination. These show our algorithm has good environmental
robustness. While compared with the traditional SSD algorithm, the algorithm also has
obvious advantages in small target license plate location.

3.4.1. Comparison Testing with Tilt Angles.

3.4.2. Comparison Testing in Dark and Long-Distance Environment.

3.4.3. Comparison Testing of Small Target Location. Even the occluded small target,
the red car’s license plate obscured by a motorcycle, can still be identified, as shown in
Fig.6(a).

4. Conclusion. Based on SSD algorithm, this paper proposed a novel license plate loca-
tion method on the basis of deep learning, optimizing the basic network and replacing the
traditional VGG network with MobileNetV2. This algorithm can improve the efficiency of
algorithm execution and is very suitable for embedded platforms. Beside, aiming to solve
the problem of poor positioning ability of SSD small target license plate, we proposed an
approach to improve the algorithm by providing the high-level semantic information for
the low-level network. The testing shows our method can improve the ability of locating
small target license plates and occluded license plates. It is applied in the actual em-
bedded hand-held license plate detection equipment and can accurately locate multiple
license plates in different natural environments with good environmental adaptability.
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Figure 4. Tilt angles testing: (a)using our algorithm, (b)using HOU’s method[18]

Figure 5. Dark environment testing: (a)using our algorithm, (b)using
HOU’s method[18]
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Figure 6. Small targets testing: (a)using our algorithm, (b)using tradi-
tional SSD algorithm
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