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Abstract. The current node confidence calculation method for Bayesian network has
the problem of node confidence miscalculation caused by miscalculation of conditional
probability and correlation of nodes. The problem reduces the accuracy of node confi-
dence and impacts the effectiveness of prediction on propagation paths of network threats.
Therefore, we present a node confidence calculation method based on d-separation theorem
of Bayesian network. First, by analyzing the correlation between attack cost and possibil-
ity of attack activity occurrence, we propose an approach for calculating the conditional
probability so as to solve the problem of miscalculation in conditional probability. Sec-
ondly, by introducing separation theorem, we propose node confidence calculation method
to effectively avoid miscalculating node confidence caused by the correlation. Finally,
experiment result shows that our method effectively solves the miscalculation problem of
node confidence and improves the accuracy of node confidence, consequently it achieves
the effective prediction on propagation paths of network threats.
Keywords: Node confidence; Conditional probability; Correlation; d-separation

1. Introduction. In recent years, network security has greatly aroused people’s atten-
tion. One important reason is that computer networks are at constant risk from cyber
attacks, which are becoming increasingly severe and sophisticated[1]. Nowadays, most ma-
ture defense technologies, such as firewalls, IDS are passive defense technologies. Based
on predetermined solutions, they can protect against known security threats which are
detected. To protect target networks, we need actively defend possible unknown threats
so that administrators can control security threats before the loss occurred. An important
way on preventing unknown security threats is to predict the propagation path of network
threats.
Bayesian network uses nodes and directed arcs to describe the dependence of attack

activity and attack evidence, and uses probability to describe the uncertainty relationship
between nodes. Bayesian network has the ability to deal with the uncertainty relationship
[4]. Meanwhile, Bayesian network itself is the kind of causality graph [5].Considering the
propagation path of network threats is uncertain, Bayesian network can be used as an
effective method for the analysis of network threats. However, this method needs to solve
the quantification problem of node probability [6].Currently, the more mature achieve-
ment of this standardized work is common vulnerability assessment system(CVSS) [7,8].
At present, the probability calculation of security threats for Bayesian network is mainly

based on the dependence and conditional independence assumption. In other words, net-
work node only has the correlation with its parent nodes, while it is independent from
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other nodes. Figure 1 is an example of propagation path for network threat based on
Bayesian network, the ellipse nodes in the graph represent the resource state nodes of
target network, and directed arcs represent attack steps. An attacker obtains the desti-
nation host permission by changing the status of a series of resource state nodes.

Figure 1. An example of propagation path for network threat

In figure 1, V7 is the target resource state node. In order to occupy V7, the attacker
can use two different paths:(1) V1 → V4 → V5 → V7 (2) V1 → V4 → V6 → V7. In order to
predict the propagation path, we need to calculate the probability of each node. The
probability of V7 can be obtained by calculating the probability of V5 and V6. Under the
assumption of conditional independence, we assume that V5 and V6 is completely inde-
pendent.

In the specific scene of propagation paths of network threats, the cost paid by an at-
tacker is different due to the complexity and importance of the target node. Therefore,
the cost will become an important factor for attacker and can change the conditional
probability which results the miscalculation of node confidence, and affect the prediction
on propagation path of network threats.Accounting for the above problem, the paper pro-
poses a method of predicting the propagation path of network threat. The method can
avoid the effect of correlation among nodes by introducing the d-separation theorem of
Bayesian network. Besides, it can solve the problem of node confidence miscalculation
caused by the attack cost by analyzing the effect of attack cost on attack activity. Conse-
quently, it improves the accuracy of prediction on propagation paths of network threats
effectively.

2. Related Research. Network security threat propagates in target network mainly
through security vulnerability and propagation path has the great uncertainty. We can
predict the propagation path by calculating the likelihood of occurrence of attack activity
and the probability of security vulnerability utilized successfully. Based on the idea, pa-
per [2,3] tried to calculate the probability of vulnerability which was utilized successfully
in view of the Bayesian network and CVSS; Zhang et al.[10] proposed a complex attack
prediction method based on fuzzy hidden Markov model. Alhomidi et al.[11] proposed a
method to reason and predict intrusion by exploiting vulnerabilities.

In the scenario of specific propagation paths of network threats, the correlation between
nodes and the complexity and importance of the target nodes all lead to the miscalcu-
lation of node probability and influence the prediction of propagation path. While it
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was not considered in paper [9-12]. Homer et al [6]proposed that for the miscalculation
of node probability there was a correlation between nodes and gave a solution to this
problem based on the d-separation theorem. He did not consider the effect of conditional
probability on node probabilities, and the method of adding nodes made the understand-
ing of the attack graph more complicated. Fadlallah et al.[12] developed a tool which
interfaces with the SNORT and matches the alerts with an attack graph generated using
the NESSUS and the MULVAL attack graph generation library. Li et al.[13] proposed
a forward search attack graph generation algorithm, which generating attack graph by
searching from the target node to the attacker. Compared with search from attacker to
the target node, the additional resources needed to store the former state of attacker are
reduced, and the attack map generation efficiency of the large-scale complex network is
improved.
Above possible problems, the paper proposes a method to solve miscalculation about

node confidence and improve the accuracy of prediction. Therefore, the paper introduces
Bayesian network separation theorem and proposes methods to separately calculate node
confidence and conditional probability, giving three algorithms.In this paper, we propose
an approach for calculating the conditional probability of attack activity occurrence by
quantifying attack cost to solve the miscalculation problem of conditional probability
caused by attack cost; By introducing the separation theorem and the method of calcu-
lating node confidence, making the associated nodes be independent of each other under
the condition of having the common d-separation.

3. Bayesian Attack Graph and Node Probability Calculation of Security Threat.

3.1. Bayesian Attack Graph. Definition 1: Bayesian attack graph G = (V, Q, W,
P, Π) is a Bayesian network which contains one or more AND - OR nodes, where:
• V (G) = {V0 ∪ VG} is a set of resource state node which contains non-empty-limited

AND-OR nodes. Nodes represent the needing possessed resources when system is at-
tacked. When a resource state is successfully changed, the corresponding value of node
is True, otherwise it is False. The initial node set V0 represents that attacker occupied
resources with the certain probability under the consideration of initial state. Target node
set VG represents that attacker can reach the final destination node set after he succeeded
in changing a series of resources state.
• Q(G) ⊆ (V × V ) is a directed edge set which nodes are associated with each other

in. If q1,2 =<V1, V2> ∈ Q represents a directed edge from node V1 to its children node
V2, then V1 is called the precursor node of V2, V2 is called the successor node of V1. q
is used to represent an attack step. When an attack occurring, the value of q is True,
otherwise is False. For ∀q ∈ Q(G), each implemented attack step consumes some certain
attack cost. Normally, this paper uses Prq(V) to represent the precursor node set of V,
and Con(V) to represent the successor node set of V.
• W is used to represent the attack weight set. ∀w ∈ W ,each node is represented by a

2-tuple (h,m).When Vi is attacked, h is total attack cost on the selected attack path, m
represents the total attack cost on all possible attack paths passing the node Vi.
• P = (P1∪P2), where P1is the conditional probability of attack activity occurrence. For

any attack activity, it will happen only the corresponding precursor nodes meet the condi-
tion. So, P1 = (attack activity occurred |Prq(Vi) meets the condition),namely, P1 = {P2

:(Prq(Vi), Vi)}→[0,1]. P2 is the probability of successful attack step. For P2, only if attack
activity occurred, maybe the attack step successful,Vi =True. So,P2 = (Vi=True—attack
activity occurred), namely, P2 ={P2:(attack activity occurred,Vi =True)}→[0,1].
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• Π(G) ={π.V×V →[0,1]} represents the distribution of node confidence in Bayesian
attack graph.π(Vi) represents the probability of successfully occupied node Vi.Due to the
node V0 has been occupied by attacker in initial state,π(V0)=1.

Definition 2: ∀Vi ∈ V , AND node means the operation in all precursor nodes of
Vi is AND operation, and the value of Vi is True only if all precursor nodes of Vi have
successfully implemented attack activity.

Definition 3: ∀Vi ∈ V ,OR node means the operation in all precursor nodes of Vi is
OR operation, value of Vi is True only if any one precursor node of Vi has successfully
implemented attack activity.

According to the above definition, we firstly use vulnerabilities scanning tools (such
as X-Scan) to scan the existing security vulnerability of system resources to achieve all
resource state nodes. Then, by analyzing dependent relationship among nodes, all directed
edge will be identified and marked. Finally, the relationship between AND-OR nodes is
shown in figure 2.

Figure 2. Bayesian attack graph

In figure 2, attacker possesses the resource state node V1,V2,V3 respectively with a
probability of π(V1), π(V2), π(V3),n the initial state. Assuming that attack activity will
occur with the conditional probability distribution of P1, attacker successively occupies
the corresponding nodes V4 − V13, and will finally attain the target node V14.

3.2. Propagation Path of Security Threat. Definition 4: Given the Bayesian attack
graph, existing a transition sequence set of resource state named Path, where V0 is starting
node and VG is ultimate target node in sequence set. Path = V0 → V1 → V2 → . . . Vi →
. . . Vn → VG, and 0≤i ≤ n.We define transition sequence satisfied the following conditions
as propagation path of security threat:

1) Vi+1 must be the successor node of Vi. While, Vi must be the precursor node of Vi+1.
2) The intersection of node set Vi+1 of transition sequence Path with the initial node

set and the target node set cannot be empty.
3) The length of transition sequence Path is limited.
In figure 2 , among all transition sequences in accordance with definition 4. Assuming

that the network threat will propagate along the following paths:
1.V3 → V6 → V10 → V13 → V14

2.V3 → V5 → V10 → V13 → V14

3.(V1, V2)→ V4 → V8 → V12 → V14

Attacker occupies each node in path 1,2 and 3 successively, then:
1) If correlation between attack cost and node will not be considered, the value of all

nodes is simply set to be True, attacker can choose one or more of three paths to carry
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out attack theoretically, and the target node will be attained finally.
2) If considering the attack cost, attacker tends to execute the attack step <V9, V13>

when the attack cost is Cost (q10,13). That is to say, attack cost improves the possibility
of executed attack path2 and reduces the possibility of executed attack path1 by affecting
the occurrence probability of attack activity. Definition 5: Given the Bayesian attack
graph G , the problem of propagation paths of network threat means that if the attack cost
and the relativity of nodes are considered, the corresponding node confidence distribution
sequence l in G is l = Π1,Π1,Π3, . . .Πi.

4. The Calculation of Node Confidence. Essentially, Bayesian network is a causality
attack graph, and we can analyze multiple steps in network attacks, thus it can assist us
to discover propagation paths of network threat. In order to predict possible propagation
paths, all node confidence in Bayesian attack graph need to be calculated.

4.1. The Acquisition of Basic Data. Bayesian attack graph G = (V, Q, W, P, Π) can
present all propagation paths of network security threat. In order to determine the node
confidence, the conditional probability of attack activity must be firstly obtained, namely
p1 and p2. Then the node confidence can be calculated.
For p2, its value depends on the difficulty level of resource state. So, the access com-

plexity (AC) metric in Common Vulnerability Scoring System(CVSS) which describes how
easy or difficult it is to exploit the discovered vulnerability. According to the standard of
CVSS the value of p2 is defined as follows:

Table 1. Basic metric of AC in CVSS

Base metrics Value Score(S(aj))
High (H) 0.35

access complexity (AC) Medium (M) 0.61
Low (L) 0.71

For p1,the probability value of p1 will be analyzed in the next section. because p1 will
be affected by cost factor.

4.2. The Calculation of Attack Cost. In the process of attack, the changing of re-
source state is implemented with a series of commands or operations. The attack cost of
commands or operations may be different, but they are likely to be similar in function.
In order to analyze the cost of resource state change, according to the similarity of func-
tions, we divide commands and operations into different command set which is defined as
Meta-operation.
Definition 6:Meta-operation is a set of commands or operations has similar function.

The advantage of using Meta-operation as follows:
• Command and operation cost is easy to be gathered and convenient to calculate the

attack cost.
• Selection of command or operation is limited to Meta-operation, it is easy to optimize

attack cost.
Definition 7: For ∀q ∈ Q(G), attack step is defined as qi = < Mosic >. < Mosic > is a

set of command or operation constituted of the mapping qi on Meta-operation set Mos.
The definition 7 defines attack step from the view of set ,for ∀q ∈ Q(G) in G, q is an

attack step used to complete one resource state change, and it is a set composed of several
commands or operations in accordance with a certain order. Figure 3 shows the mapping
relationships:
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Figure 3. The mapping relationship on attack steps and Meta-operations

Sub-Mos is the mapping of Meta-operation set on attack steps. Every subset of Sub-
Mos is associated with one function of attack step. The figure 3 shows that the composed
attack step is different if operation sequence of the same Meta-operation set is different.
Thus, an attack step should include Meta-operation cost and operation sequence cost and
it is linear sum:

Definition 8:In Bayesian attack graph, ∀q ∈ Q(G), the needed consuming cost of each
attack step is:

Cost(q) = µ×Cost(Meta− operation) + η×Cost(Sequence) (1)

In definition 8,Cost(Meta−operation) is the execution cost of Meta-operation, Cost(Sequence)
is the operation Sequence cost, and µ, η is the corresponding parameter. Because the
value of Cost(Meta − operation) depends on the Meta − operation itself and the us-
age of resource, it is a function of Meta − operation and resource number; the value of
Cost(Sequence) depends on order sequence of different Meta−operation , it is a function
of operation Sequence and Meta− operation . But the calculation of Meta− operation
and operation sequence cost is still in the theory stage. For the convenience of discussion,
the cost value of each attack step is set to 1.

Definition 9: For ∀q ∈ Q(G), assuming that node d is the attack target, and the
attack weight of d is W (h,m), then the occurring conditional probability P1(q) of attack
step qas follows:

(1) If d ∈ V0, then P1(q) = 1.
(2) If d ∈ V , d /∈ V0 the number of precursor nodes is s shown by node array l[i], the

corresponding attack step is q[i](0 ≤ i ≤ s),then:
1) If d is neither the AND node nor the OR node, then

P1(q[i]) =
h(q[i])

m(q[i])
(2)

2) If d is the AND node, then

P1(q[1]) = P1(q[2]) = . . . P1(q[s]) =

s∑
i=1

h(q[i])

s∑
i=1

h(q[i]) +
s∑

i=1

Cost(q[i])
(3)
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3) If d is the OR node, Where l[i],. . .l[j],. . .l[s] presents the corresponding attack step
which is lined according to the order from big to small based on the cost m.

P1(l[1]) = Min{h(l[j]) + Cost(l[j])
s∑

j=1

m(q[j])
|j = 1, 2, . . . s} (4)

Meanwhile, we can calculate the conditional probability of other precursor nodes as
P1[l[2]],P1[l[2]],. . .P1[l[s]].

4.3. The Calculation of Node Confidence. Generally, the reason for miscalculation
about node confidence in the Bayesian networks is that there is correlation among nodes.
In order to solve the problem, the paper presents the following theorem.
Theorem 1: Assuming that there is any node set named D = {d1, d2, . . . , dk} and

N = {n1, n2, . . . , nj} in Bayesian attack graph, where D,N ⊆ V .Then

P [N ] =
∑
D

P [N |D] · P [N ] (5)

Proof: For any D,N ⊆ V , according to the Bayesian theorem. Then:∑
D

P [N |D] · P [N ] =
∑
D

P [N,D] = P [N ] (6)

Theorem 2: Assuming that there is any node set named D = {d1, d2, . . . , dk} and
N = {n1, n2, . . . , nj} in Bayesian attack graph, where D,N ⊆ V , and each node in set V
is independent in the case of all values of nodes inD have been attained. Then

P [N |D] =
∏
nj∈N

P [nj|D] (7)

In order to calculate node probability P (n1, n2, . . . , nj) of every node precisely, we find
set D first and make nodes in N be independent each other. According to formula (2)
and (3), calculates its node probability in the case of conditional independence.
The intersection of any two sets in set X, Y, Z is empty, d-separation in Bayesian net-

work judges the conditional independence of set X and Y when set Z is determined. In
order to find the node set D composed of independent nodes each other in set N ,the
paper introduces the concept of d-separation.
Definition 10 For the empty intersection of node set X,Y , if there were connect nodes

v ∈ V between nodes x ∈ X and nodes y ∈ Y , the set D(D ⊆ V ) that consists of v and
d-separation of v ancestors separate X and Y .
According to definition 10, if the value of all nodes in set D has been known, and all

elements in set X and set Y are independent each other, we sigh the situation as X⊥Y |D
and the conditional probability as φ({X, Y }, D). To narrate it conveniently, we command
the formula as N = X ∪ Y , then φ({X,Y }, D) = φ(N,D).
Definition 11 For the formula ∀v ∈ V (G) , the node set of d-separation is D,

when the value of set D is True, probability is showed by λ(v) else λ(v).The single
precursor node is z, we sign the following formula δ(z) = P1[q[z]] × P2[q[z]] × λ(z),
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φδ(v,D) = P1[q[z]]× P2[q[z]]× φ(z,D),then:

λ(v) = 1− λ(v)

λ(v) = δ(z) = 1− δ(z)

φ(v,D) = 1− φ(z,D)

φδ(v,D) = 1− P1[q[z]] · P2[q[z]] · φ(z,D)

D(v) = z ∪D(z)

(8)

Definition 12 As the definition 11 defined that the logical relation among nodes is w.
then,

(1)When w=AND, 
λ(v) = δ(z)

φδ(v,D) = φδ(z,D)

D(v) =
∩
z∈Z

z ∪D(z)
(9)

(2)When w=OR, 
λ(v) = 1− δ(z)

φδ(v,D) = 1− φδ(z,D)

D(v) =
∩
z∈Z

z ∪D(z)
(10)

The relation AND or OR which is considered among nodes will have effect on the
calculated result of confidence, so the definition 12 is extended on the base of definition
11 to calculate node confidence when relation among nodes is AND or OR.

4.4. The Computing of Node Confidence. In order to calculate the node confidence
of Bayesian attack graph, the paper design the following three algorithms.

Algorithm 1 is a computing algorithm of conditional probability to calculate occurrence
conditional probability of attract step. For any node in Bayesian attack graph, the algo-
rithm can calculate total consumptive attack cost h and total needed consumptive attack
cost m on the selected attract step, and return the corresponding ratio bases on the node
type. The ratio is the occurrence conditional probability of attract step. The specific
calculation method refers to definition 9.

Algorithm 2 is the computing of conditional probability too to calculate the probabil-
ity of conditional independence φδ(v,D) when set N is obtained successfully under the
consideration of set N happening. Because of the formula φδ(v,D) = P1[q[z]]×P2[q[z]]×
φ(z,D),therefore the algorithm includes some main steps when it satisfies the formula
following as:1 the conditional probability named φ({n}, D) of single node n under the
consideration of set D having different value; 2)according to the style of different node in
set N , transforming format from φδ(v,D) to φ(z,D) to calculate.(theorem 2 ,definition
11 and definition 12); 3)According to the above steps, returning to the independent condi-
tional probability φδ(v,D).The specific calculation method refers to theorem 2 ,definition
11 and definition 12.

Algorithm 3 is the computing of node combined probability to calculate node confidence
λ(n).For each node is original node, then the value of λ(n) is 1,else we divide it into two
conditions according to the number precursor nodes: the number is over 1 or equal to 1.
For the former condition, it is divided into two conditions to calculate λ(n) according to
the node set of d-separation is empty or not.
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Algorithm 1 ConProb-Computing algorithm

Input: Bayesian attack graph G, attract cost Cost , attack weight W (h,m).
Output: Occurrence conditional probability P1 of attract step.

• IF initial node← v
• THEN {W (h,m) = W (1, 1)}
• RETURN P1(v) = 1
• END IF
• IF not initial node← v
• h← SUM
• m← h+ SUM
• END IF
• IF node AND← v
• THEN ∀d ∈ Prq(v),P1(qd,v) =

h/m
• END IF
• IF node OR← v
• THEN

QUENE(r)={r1, r2, . . . rn}←value
of each node {h(l(i)) +
Cost(l(i))}

• QUENE(l)={l1, l2, . . . ln}←value of each

node {h(l(i)) + Cost(l(i))/[
n∑

i=1
h(l(i)) +

Cost(l(i))]}
• IF minimum value in QUENE( r ) ← r1
• maximum value in QUENE( l ) ← l1
• THEN QUENE(r) ← {r1, r2, . . . rn}
• THEN QUENE(l) ← {l1, l2, . . . ln}
• RETURN P1 = q1
• For ∀d ∈ Prq(v), invoking the upper
step
• RETURN P1 = l1
• END IF
• ELSE IF node v is neither node OR nor
node AND
• THEN P1 = h/m
• RETURN P1 = h/m

Algorithm 2 InConProb-Computing algorithm

Input:Attack graph G, node set N , all node set D,P1, P2in the node set Nof d-separation.
Output: φδ(v,D).

• N ← {n0, n1, . . . nq}
• D ← {d0, d1, . . . dk}
• IF the number of element in set

N is more than 1
• THEN φ(N,D) =∏

n∈N
φ({n}, D)

• IF N = {n}
• THEN φ({n}, D) = 1 −

φ({n}, D)
• IF the elements in set N and

set D are the same
• THEN φ({n}, D) = 1
• IF the value of element in set

D is False
• THEN ∀dk ∈ D,φ({n}, dk) =

0
• IF the nodes in set N are orig-

inal nodes
• THEN RETURN φδ(v,D) = 1

• IF the nodes in set N are incomplete
original nodes
• THEN Traversing and searching precur-
sor nodes set Z of each node in set N
• IF node AND ← n
• THEN φδ(v,D) =

∏
z∈Z

P1(qz, n) ·

P2(qz, n) · φ({z}, D)
• RETURN φδ(v,D)
• IF node OR ← n
• THEN φδ(v,D) = 1 −

∏
z∈Z

P1(qz, n) ·

P2(qz, n) · φ({z}, D)
• RETURN φδ(v,D)
• IF the set N has the only one node
• THEN φδ(v,D) = P1(qz, n) · P2(qz, n)
• RETURN φδ(v,D)

5. Design and Analysis of Experiment. In order to verify validity of calculation
method about node confidence, the paper design a Small-scale LAN basis for system of
Windows. The specific contents of experiment are as follows:

5.1. Network Configuration of Experiment. Figure 5 is the topology graph of exper-
imental LAN . The experimental network makes firewall be the boundary and separates
Internet from three safe region named M1 M2 M3 in LAN . The attacking host Attack
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Algorithm 3 JoProb-Computing algorithm

Input:Attack graph G, node set N , all node set D,P1, P2, φδ(v,D)in the node set Nof d-
separation.
Output: λ(n).

• N ← {n0, n1, . . . nq}
• D ← {d0, d1, . . . dk}
• IF initial node ← n
• RETURN λ(n) = 1
• IF not initial node ← n
• THEN Traversing and search-

ing precursor nodes set Z of
each node in set N

• IF the set Z has the only one
node

• THEN λ(n) = P1(qz, n) ·
P2(qz, n) · λ(z)

• RETURN λ(n)
• IF the set Z has many nodes
• THEN Searching the set D of

d-separation n
• IF D(Z) = ∅

• THEN IF node AND ← n
• THEN RETURN λ(n) =

∏
z∈Z

P1(qz, n) ·

P2(qz, n) · λ(z)
• THEN IF node OR ← n
• THEN RETURN λ(n) = 1 −∏

z∈Z
P1(qz, n) · P2(qz, n) · λ(z)

• IF D(Z) is not empty set
• THEN IF node AND ← n
• THEN RETURN λ(n) =

∏
z∈Z

P1(qz, n) ·

P2(qz, n) · λ({z}, D)
• THEN IF node OR ← n
• THEN RETURN λ(n) = 1 −∏

z∈Z
P1(qz, n) · P2(qz, n) · λ({z}, D)

connects LAN by Internet.

Figure 4. The topology graph of LAN

In LAN , the SQL sever Server1 and historical data server Server2 are set in region
M1 and it is separated from other networks by Firewall 2. Server1 takes charge backing
up data for Server 2 and supplies service named FTP SSH HTTP DNS and so on for
each host in region M1 and M2, and improves service named SSH for Server2; In region
M2, Host1 supplies service named HTTP and DNS; In region M3, Host0 supplies service
named FTP and SSH for the target host stored key data.

5.2. Data and Analysis of Experiment. Using Scanner to scan the experimental net-
work, we can get Vulnerability and vulnerability information of each host as the following
table 2 shown. The utilized quantitative value of difficult degree in each vulnerability can
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be inquired by attribute values of AccessComplexity in NVD database, and the query
result is in table 2.

Table 2. The vulnerability information of each host

Security Domain Host Vulnerability Complexity(P2)
CVE-2014-8595 0.61

M1 Server1 CVE-2011-4667 0.35
Server2 CVE-2011-4955 0.61

CVE-2012-6682 0.71
M2 Host1 CVE-2005-4900 0.35

CVE-2014-7242 0.61
M2 Host0 CVE-2016-9722 0.71

CVE-2011-2683 0.35

Utilizing proposed 3 algorithms in previous paper, we calculate node confidence of
Bayesian attack graph in figure 4. First, we utilize the conditional calculation method of
node confidence(no considering the attack cost and relationship of nodes) to calculate the
node confidence in figure 4, and the calculation results is in table 3.

Table 3. The calculation results of conditional calculation method of node confidence

P1

×
P2

π(v1) π(v2) π(v3) π(v4) π(v5) π(v6) π(v7) π(v8) π(v9) π(v10) π(v11) π(v12) π(v13) π(v14)

1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
0.2 1.0 1.0 1.0 1.0 0.2 0.2 0.2 0.2 0.008 0.078 0.04 0.04 0.17 0.10
0.6 1.0 1.0 1.0 1.0 0.6 0.6 0.6 0.6 0.22 0.59 0.36 0.36 0.68 0.87

In table 3, the node which is needed to define attack path is v5,andv6, v9 and v10,
v11,v12 and v13. Owing to the traditional calculation method does not consider attack
cost and effect of correlation among nodes, so we assume that the conditional probability
of resource node obtained by attacker is a fixed value.(The fixed value is set as 0.2,0.6,1.0
respectively ).
Then we consider the effect of attack cost and correlation among nodes on node confi-

dence, and utilize the suggested method to make an experiment get the calculation results
of node confidence shown in table 4(i expresses the experimental number).

Table 4. The calculation results of the paper calculation method of node confidence

i π(v1) π(v2) π(v3) π(v4) π(v5) π(v6) π(v7) π(v8) π(v9) π(v10) π(v11) π(v12) π(v13) π(v14)
1 1.0 1.0 1.0 0.13 0.31 0.36 0.06 0.04 0.02 0.34 0.04 0.02 0.22 0.14
2 1.0 1.0 1.0 0.13 0.31 0.36 0.06 0.04 0.01 0.32 0.04 0.04 0.2 0.12
3 1.0 1.0 1.0 0.13 0.31 0.18 0.6 0.6 0.04 0.28 0.04 0.04 0.17 0.09

When i=1, we assume that the consumptive attack cost in every attack path is 1 and
P2(q3,6) > P2(q3,5), the result is that π(v6) > π(v6) which definite the attack path which
definite the attack path.
When i=2, we assume that keeping the other node condition unchanged while the suc-

cessful conditional probability of attack pathq9,13, q10,13 only changed.Because node v13 and
v14 is related tov9 and v10,so the confidence of node v13 and v14 varies with it. Comparing
with i=1, this situation solves the effect which node correlation has on the calculation
result of node confidence.
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When i=3, we assume that the condition related to node v5 does not change and in-
crease the value of Cost(q36), Cost(q14) and Cost(q24).The obtained value of π(v10) based
on this assumption is less than the value based on former two assumption.

Therefore, the proposed calculation method solves the miscalculation question of node
confidence efficiently and definite the attack path.

5.3. The Prediction of Attack Path. For predicting the attack path, we introduce
the cost-ratio parameter C(X) to analyze the effect of attack cost on attack path selected
by attacker.

According to the setting of parameterC(X), we predict the probability of attack path
implemented by attacker q35 or q36, thus it generates confidence trend map of node v10
dynamically. Figure 5 shows the confidence trend map of node v10 changing with C(X). X-
axis represents cost-ratio C(X), Y-axis represents confidence, red line represents confidence
π(v10) of node v10,black line which is parallel to X-axis is threshold that represents what
attacker want to occupy the node v10 by implementing attack path q36, and the confidence
of node must reach the minimum value. In figure 5, with the increasing of parameter

Figure 5. The prediction of attack path

C(X),π(v10) shows the tendency of decreasing gradually. The value of threshold is 0.26
which represents that attacker want to occupy the node 10 successfully by implementing
attack path q36, and the minimum value of π(v10) must reach 0.26.Thus, combining with
parameter such as the 0.26 set by manager and warning value of cost-ratio, when attacker
selects one path whose cost reaches warning value, the system can make an early warning
and take the corresponding measure.

6. Conclusion. In order to solve the miscalculation question of node confidence caused
by node correlation and conditional probability and improve the efficiency of prediction
about propagation path of network security threat, the paper proposes a calculation
method of node confidence.The contents proposed above not only makes up the deficiency
about Homer paper and considers the effect of conditional probability on node confidence,
but also proposes the calculation formula of conditional probability which is not proposed
in literature[12-14].The further research work includes researching on the existing problem
of propagation path of network security threat deeply and verifying the efficiency about
proposed method in more complex network.
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