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Abstract. Distributed Video Coding (DVC) plays a significant role in video coding sys-
tem. Research communities think highly of it on how to improve the system performance.
In this paper, we present a distributed video coding scheme based on just noticeable dif-
ference (JND). The JND is a measure of maximum image distortion that the human eye
cannot detect due to the inherent characteristics of human vision. Therefore, JND model
is applied to remove visual redundancy and reduce coding complexity. Meanwhile, the
performance of distributed video coding system depends heavily on the quality of the side
information (SI), and better performance can be expected when multiple SIs are utilized.
Hence, the multi-hypothesis conditional probability density function (pdf) by Bayesian
solution and weighted pdf are applied to the proposed scheme respectively. Experimental
results illustrate that the proposed scheme is superior to other existing methods, and the
Bayesian solution could outperform weighted pdf methods when better SIs are available.
Keywords: Wyner-Ziv video coding; Multi-hypothesis; Just noticeable difference.

1. Introduction. In the most advanced video coding scheme like MPEG-4 [1] or the lat-
est H.264 [2] standards, the encoder uses extremely complicated motion estimation algo-
rithms to achieve efficient video compression, while the decoding process is low-complexity.
However, applications such as wireless camera, burgeoning wireless video surveillance net-
works and mobile video telephone require low encoding complexity and high compression
efficiency. DVC is a new paradigm which fits well these requirements since the complex-
ity is shifted from the encoder to the decoder. The new paradigm is based on two major
information theories: Slepian-Wolf (SW) lossless coding [3] and Wyner-Ziv (WZ) lossy
coding [4]. DVC is an utterly advanced coding technique compared with the traditional
video coding. In DVC system, the video sequence is first partitioned into even and odd
frames. The even frames called W frames are intra-encoded and inter-decoded while the
odd frames called K frames are encoded and decoded by conventional intra-frame coding
methods. For each W frame, the decoder generates an estimation called side information
(SI), from the previous decoded K frames. Then the channel decoder exploits the SI and
the parity bits to reconstruct the W frame. As a result, the more accurate the SI is,
the fewer parity bits are required from the encoder to decoder. In other words, if better
quality SIs are obtained, the system performance will be enhanced. Thus, we can improve
the compression performance of the system by improving the quality of SI.
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One side information in reconstruction is developed in [5] under normal conditions. In
[6], it is shown from the information theory perspective that the DVC coding efficiency can
be enhanced by multiple SIs, because the conditional entropy of the source is the reduced.
In the typical setting of the DVC, two SIs for each W frame can be readily obtained from
the neighboring key frames, using forward and backward motion estimation respectively.
In [7], a weighted average is proposed, and the weight is determined by the quality of the
SI. In [8], it presents an effective method for getting better quality of two side information
by using Bayesian conditional pdf. In a few words, if multiple SIs are obtained, the system
performance can be improved.

JND refers to the characteristics of a variety of visual masking effects. Human visual
system (HVS) is not sensitive to the information below JND threshold. Only the changes
of the signal beyond the JND thresholds can be perceived by the human eye. In other
words, the information below JND threshold is treated as visual redundancy which can
be deserted and would not be encoded. The JND model is based on a psychological
and physiological model. So far, several JND models have been proposed, which can
be divided into two categories: JND model based on pixel domain [9] and JND model
based on transform domain [10]. In the subsequent part, detail descriptions of the two
models will be given. It is necessary to optimize coding algorithm using human visual
characteristics on account of the human eye which is the final receiver. It can make
the coding more consistent with human subjective experience by applying human visual
characteristics to optimize the image coding algorithm.

The main innovation point of this paper is applying just noticeable difference (JND)
model to multi-hypothesis distributed video coding system. JND model can remove visual
redundancy which means the useless information would not be encoded. Thus, the coding
efficiency of DVC could be enhanced. Also, the application of multiple SIs can improve
the quality of reconstruction of video frames. Hence the system performance could be
enhanced.

This paper is structured as follows. The proposed architecture is described in detail
in Sec. 2. Sec. 3 describes the two JND model. The multi-hypothesis conditional pdf is
shown in Sec. 4. Experiment and simulation results are shown in Sec. 5. Some summary
is given in Sec. 6 finally.

2. Overview of The Proposed System.

2.1. System Description. Fig. 1 illustrates the encoding and decoding process of the
proposed JND-based Multi-hypothesis DVC. In the proposed scheme, the video sequence
is divided into two categories firstly: W frames and K frames. And one W frame is be-
tween two K frames. A discrete cosine transform (DCT) with a 4×4 specification is done
to W frames. The JND threshold of W frame in the DCT domain is then calculated. It is
utilized to pretreat the DCT coefficient which is called filtering operation. If DCT coeffi-
cients value is lower than the JND threshold, it would be regarded as useless information
and be abandoned. On the contrary, if the value is greater than the JND threshold, it
would be retained. Also, the JND value in pixel domain can be obtained which is used to
compute the PSPNR for the sake of making comparison between different schemes. The
JND threshold in DCT domain and pixel domain will be discussed in detail in the later
parts. After that procedure, the pretreated DCT coefficients are grouped together to form
coefficients bands and then scalar quantized to form bit plane. The bit planes are sent
to encoder to obtain parity bits and then encoded information of W frame will be sent
to decoder. K frames are encoded and decoded by conventional video coding technology.
After decoding the K frames, the two SIs are produced through forward prediction and
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Figure 1. The architecture of proposed scheme.

backward prediction separately by using the decoded key frames. The two SIs are then
transformed by DCT. JND threshold of side information in the DCT domain and pixel
domain are also obtained, respectively. The same pretreatment is done to the DCT coeffi-
cients of the two SIs, and the conditional pdf used in ultimate reconstruction is obtained.
The decoder combines side information with encoded information of W frame to make the
reconstruction. After IDCT process, optimal reconstruction will be obtained ultimately.
For the sake of testing performance of the proposed system, a series of experiments are
carried out. In the latter portion, experimental results will be displayed and detailed
analysis will also be given.

3. JND Model. JND refers to a measurement of maximum distortion of the human eye
resulted from physiological and psychophysical phenomena in the human visual system.
It is the minimum visibility threshold in essence when visual contents are altered. The
application of JND promotes effective video compression [11], quality evaluation, water-
marking. Human eye cannot distinguish the image changing because of some physiologi-
cal limitation, and the visual redundancy can be reduced according to this characteristic.
That means useless information that the human eye cannot detect can be decreased and
only important information for the human eye can be treated. The JND model can be di-
vided into two categories: JND model based on transform domain and JND model based
on pixel domain. Here, the transform domain means the DCT domain. DCT coefficients
of the original image are obtained firstly at the encoder, and then the DCT coefficients
are pretreated by the DCT-based JND thresholds. The pixel domain JND thresholds,
obtained by the DCT-based JND ones at the decoder, are used to handle the errors be-
tween the original image and the compressed image. The next is detailed descriptions of
the two models.

3.1. JND Model in DCT Domain. The JND model in DCT domain is related to
the spatial contrast sensitivity function (CSF), the luminance adaptation factor and the
contrast masking weighting factor. And DCT-based JND model IS depicted in [10] as
follows.
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JND DCT (i, j) = JCSF (i, j)× Flum × Fcontrast(i, j) (1)

JCFS(i, j) represents the spatial contrast sensitivity function (CSF) and can be obtained
from

JCSF (i, j) =
s

ϕiϕj

×
exp(cωij)

a+bωij

r + (1− r cosψij)
(2)

The value of a and b are 1.33 and 0.11. Experiential value of r is 0.6. s is measurement of
spatial influence and usually its value is 0.25. ωij is spatial frequency of DCT coefficients.
ϕi and ϕj are normalization coefficients of DCT. r + (1 − rcosψij) means tilting effect
of human visual system. Meanwhile, ψij means direction angle of corresponding DCT
component.
Flum is the luminance adaption factor. Due to adaptive luminance masking effect,

human eye has the different sensitivity to different brightness areas of the image. The
luminance adaptation factor can be achieved by equation (3).

Flum =


1 + 60−Î

150
Î ≤ 60

1 60 < Î < 170

1 + Î−170
425

Î ≥ 170

(3)

where Î represents the average brightness and can obtained by

Î =
DC

N
+ 128 (4)

where N represent the size of image block and equals 4. DC is direct current coefficient
in DCT domain. Fcontrast(i, j) is contrast masking weighting factor. Human eye have the
different sensitivity to different areas of image so that different regions should be weighted
different values. So, edge pixel density must be detected by edge detection on image for
the sake of classifying the image block. ?edgel is the proportion of edge pixels in the
whole block and can be obtained from

ρedgel =
Σedgel

N2
(5)

N is block size and the value is 4. rhoedgel is the number of edge pixels in given block.
The image blocks are divided by Canny edge detection into three categories: plane, edge,
and texture. The classification principle is determined via (6).

type =

 Plane ρedgel ≤ α
Edge α < ρedgel ≤ β
Texture ρedgel > β

(6)

When α = 0.1 and β = 0.2, the result is the best.
Ψ is weighted value, and the weighting principle of different regions is depicted by

equation (7).

Ψ =

 1, for Plane and Edge block
2.25, for (i2 + j2) ≤ 16 in Texture block
1.25, for (i2 + j2) > 16 in Texture block

(7)

Considering the masking effect between the adjacent sub-bands, the contrast masking
weighting factor is obtained:

Fcontrast(i, j) =

{
Ψ, for (i2 + j2) ≤ 16 in Plane or Edge block

Ψ×min(4,max(1, ( C(i,j)
JCSF (i,j)×Flum

)0.36)), others
(8)
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After obtaining the threshold, the DCT coefficients of the image are pretreated. If
the DCT coefficient is lower than the threshold, it would be abandoned. But if the
DCT coefficient is larger than the threshold, it can be retained. Through such a process,
redundant information is deleted. The advantage of doing this is to enhanced the coding
efficiency.

3.2. JND Model in Pixel domain. Pixel-based JND estimation models have been
developed and are often used in motion estimation, visual quality evaluation and video
replenishment to avoid extra decomposition. Either the pixel domain JND model or the
frequency domain JND model, they all come from the human visual mechanism. So they
can be converted to each other.
The DCT coefficients of the original image are obtained by DCT transform. Then the

JND threshold of the transform domain can be obtained. For the DC (direct current)
and AC (alternating current) parts of the DCT coefficients will be generated after DCT
conversion, the DC and AC parts also exist in the JND thresholds obtained by DCT
coefficients. On the one hand, the DC part of the JND threshold is taken to estimate the
local background brightness, and the local brightness threshold JND/N is obtained. On
the other hand, the DCT coefficients of the image are processed by the JND threshold,
and the new coefficients will be obtained. The processing method is shown below.

JND′ =

{
sign(C) · JND, if |C| ≥ JND
0, others

(9)

where C represents the DCT coefficient. After this processing, the new coefficients
are transformed by discrete cosine transform inverse transformation to get Pixel JND′.
Finally, the final JND of the pixel domain is calculated as follows:

Pixel JND = max{Pixel JND′,
JND

N
} (10)

After calculating the JND threshold of the DCT domain, the corresponding pixel domain
JND threshold is subsequently calculated. The value is not processed for DCT coefficient,
but is used to calculate PSPNR in the experimental part, which is used as a standard to
evaluate the system performance.

4. The Conditional pdf. The quality of side information plays a definitive role in
distributed video coding system. For different kind of side information, R-D performance
of DVC system will be different. There already have been several methods to generate side
information in DVC. Almost all the DVC codecs use the method of Motion Compensated
Frame Interpolation (MCFI) to generate side information by interpolating current frame
from the key frame. Then, it is proposed that iterative decoding and motion estimation
can improve side information. Later, the idea of encoder aided motion estimation has
been proposed to improve SI generation. In sake of enhancing the side information, Fan
et al indicate approach of transform domain DVC in [12]. Then in [13], an improvement
of transform-domain DVC was raised. Although it refines the quality of the SI after all
the DCT bands are decoded, it raises decoding complexity. Up to now, an effective coding
approach is the transform domain Wyner-Ziv video codec.
At the decoder of the distributed video coding system, there needs the statistical cor-

relation model between SI and W frame. The relationship between SI and W frame can
be described by Y = X + Z, where Y is side information and X stands for W frames.
Z denotes the correlation noise. The conditional pdf of fY |X(y|x) can be found equal
to fY |X(y|x) = fZ(y − x). In many approaches, the Z is approximated by a Laplacian
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distribution. In [5], the optimal reconstruction method of x using minimum mean-squared
error (MMSE) has been proposed.

x̂opt = E[x|x ∈ [zi, zi+1], y1, y2] =

∫ zi+1

zi
xfX|y1,y2(x)dx∫ zi+1

zi
fX|y1,y2(x)dx

. (11)

So the conditional pdf fX|y1,y2(x) is needed at the decoder. Some existing methods have
been proposed to approximate it. In [7], the following improved weighted average is
proposed.

fX|y1,y2(x) ≈ w1fX|y1(x) + w2fX|y2(x), (12)

where

wi =
α2
i

α2
1 + α2

2

. (13)

In [8], by invoking Bayes formula, the conditional pdf can be written as:

f(x|y1, y2) =
f(x|y1)f(x|y2)f(y1)f(y2)

f(x)f(y1, y2)
. (14)

So the the optimal reconstruction can be expressed as

x̂opt =

∫ zi+1

zi
x
fX|y1 (x)fX|y2 (x)

f(x)
dx∫ zi+1

zi

fX|y1 (x)fX|y2(x)

f(x)
dx

. (15)

5. Experiment and Results.

5.1. Evaluation Criterion. In this section, the performance of our proposed scheme
will be evaluated, and a series of experimental results will be shown. It should be noted
that the peak signal-to-perceptual ration (PSPNR) in [14] is used as the criterion for
evaluating the system performance. And the PSPNR is obtained from:

PSPNR = 10 log10
255× 255

1
WH

·
∑W

i=1

∑H
j=1(err(i, j)

2)δ(i, j)
(16)

and

δ(i, j) =

{
1, |P (i, j)− P̄ (i, j)| ≥ Pixel JND(i, j)
0, otherwise

(17)

whereW andH denote the width and the height of the image. PixelJND(i, j) represent
the JND threshold of pixel(i, j) of reconstructed frame. P (i, j) and P (i, j) represent the
original value and the reconstructed value of the pixel located at (i, j), respectively.

5.2. Experiment Results. According to our proposed system, several experimental
schemes are provided. The four test sequences whose R-D performance will be demon-
strated are Foreman, Mother, Highway and Salesman. One chart is given for every test
sequence for the sake of making comparisons between different schemes. Experimental
results of Rate-Distortion of the proposed scheme are shown as followed.

Among these results, the system performance with two SIs scheme is superior to the
system with one SI method which both of them are not applied JND method. That means
if multiple side information is available, a better system performance can be acquired.
Simultaneously, compared with one SI scheme, two SIs scheme with JND model also
achieves a better effect.

Meanwhile, the charts present that our proposed method that using JND model in
multi-hypothesis DVC system make a better R-D performance than the system without
JND model. That means applying JND model in the multi-hypothesis DVC system is



50 J. Cheng, L.L. Meng, J. Zhang, Y.Y. Tan, Y.W. Ren, L. Liu, H.X. Zhang

Figure 2. Rate-Distortion result for Foreman.

Figure 3. Rate-Distortion result for Mother.

feasible. However, when better SIs are available, how it will impact to different schemes
with JND. For better simulating SIs of different qualities, the previous SIs are scaled as
follows in [15]:

ei = yi − x,

y′i = x+ s ∗ ei,
(18)

where the quality of the new SI is impacted by the scaling factor s. When s = 1, it means
the SI is obtained by using forward or backward motion estimation.
Fig. 6 and Fig. 7 show the results of different methods with JND model for different

scaling factors s. The test sequence are Foreman and Mother. But at the decoder, only
the real SIs (when s =1) can be obtained. So that only average PSPNR of WZ frames at
different bitrates are shown in Figure 8. and Figure 9.. It can be seen that when s ¡ 0.6, the
system of Bayesian pdf method with JND model can outperform the system of Weighted
pdf method with JND model. This shows the potential of the Bayesian approach.
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Figure 4. Rate-Distortion result for Salesman.

Figure 5. Rate-Distortion result for Highway.

6. Conclusion. In this paper, a new distributed video coding system called JND-based
Multi-hypothesis distributed video coding is proposed. Human eye cannot distinguish
the image changing because of some physiological limitation and can only apperceive the
change of a specific threshold called just noticeable difference (JND). We only handle
with the information greater than JND thresholds so that the coding efficiency of the
system can be enhanced. In addition, our proposed system takes advantage of multiple
side information. The multi-hypothesis pdf by Bayesian solution and weighted pdf are
applied. Moreover, experimental results indicate the proposed scheme exceeds existing
methods. Also, when better SIs are available, the Bayesian solution could outperform the
Weighted pdf methods. What we will discuss next is how to obtain better quality of side
information and reduce total encoding and decoding time.
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Figure 6. Rate-Distortion result using different-quality SIs in JND scheme
for Foreman.

Figure 7. Rate-Distortion result using different-quality SIs in JND scheme
for Mother.
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