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Abstract. In this paper, a lightweight point cloud classification model, LightSeDgCNN,
is proposed to solve the problem of large number of basic parameters and long training
time. Based on the latest DGCNN model, the structure of the model is optimized through
experiments. Secondly, the influence of model classification power reduction caused by the
reduction of lifting parameters is improved by introducing the SENeT model (which can
automatically acquire the importance of each feature channel through learning). Finally,
the experiment is carried out on the ModelNet40 data set. The experimental results
show that LightSeDgCNN can achieve the same effect of point cloud classification and
recognition with less model parameters and training time.
Keywords: 3D Point Cloud Classification, Lightweight, DGCNN, Neural Network

1. Introduction. With the continuous development of 3D scanning technology and the
development of deep learning, classification [1] and segmentation of point cloud data has
become a research hotspot of scholars and researchers. However, due to the influence
of 3D scanning equipment on objects in different positions and coordinate system, the
point cloud data scanned by 3D scanning equipment is quite different, which brings great
challenges to research of point cloud data processing problems for the point cloud data
only containing 3D coordinate information (less information). With the emergence of
PointNet [2] model, the research work of disordered point cloud has made a pioneering
progress. For pointnet point cloud classification, only the global features of point cloud
are considered. In recent years, researchers focus on new point cloud features combining
global features and local features in order to get better results. Some researchers propose
to consider distance relationship between point clouds, the distribution mode of point
clouds, the direction between points and other ways are considered. Based on above
analysis and consideration, a kind of network model structure that can run on small
equipment or equipment with high real-time requirements is more suitable for practical
application.
On the other hand, with the continuous development of deep learning technology, the

research of 3D point cloud data has gradually shifted from the low-level manual feature
extraction to the high-level semantic understanding (such as point cloud shape recogni-
tion, point cloud scene segmentation). Most of the manual feature extraction for point
cloud is based on specific point cloud data processing tasks. And the manual feature of
point cloud is based on the specific statistical features of the coding point cloud, which
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can be generally divided into intrinsic and non-intrinsic attributes [3]. Of course, it can
also be divided into global and local features. At present, the deep learning of 3D point
cloud data is mainly divided into the following three parts.

1. Multiple Perspectives Based Model: Su H[4] et al. obtained images of the object from
different perspectives through 3D data of the object, took these two-dimensional
images as training data and then trained the results in convolutional neural network
through View-Pooling operation. They achieved some results. But it cannot be
applied onto the 3D point cloud model classification and segmentation.

2. Voxel Based Model: Maturana D [5] et al. proposed to grid 3D point cloud data
and then used convolution neural network to achieve good results. Zhi S et al.
proposed a lightweight point cloud data model, which has less parameters but does
not significantly reduce the model, and it is a lightweight point cloud processing
model based on VoxNet.

3. Point Cloud Based Model: For the deep learning[16] neural network which is pro-
cessed directly on the point cloud, Qi [2], a scholar from Stanford University, etc.,
proposed PointNet neural network, which can be seen as the pioneer of the point
cloud deep learning neural network, which is the feature extraction directly on the
point cloud data. It mainly uses a symmetric function to solve the disorder problem
of point cloud, but it is a point by point process that cannot deal with the local
characteristics of point cloud. Later. Based on the PointNet, Qi [6] and others put
forward the PointNet + + neural network. PointNet + + obtains the local charac-
teristics of each region sampled by the farthest point sampling algorithm and the ball
query algorithm. It obtains better classification recognition and scene segmentation
accuracy.

Chen LZ [7] and others designed a novel local space perception (LSA) layer based on the
spatial distribution of point clouds. This layer can learn to generate spatial distribution
weights based on the spatial relations of local areas, so as to carry out spatial independent
operations, so as to establish the relationship between these operations and spatial dis-
tribution, and better aggregate the spatial information and its related characteristics of
each layer of the network. This kind of neural network LSANet has achieved outstanding
results.

Wang Y [8] et al. proposed a dynamic graph convolution neural network. The main
idea is to extract local features of PointNet and PointNet + +, which do not use the
relationship between points. By integrating the global features and local features, the
convolution neural network is used to complete the task of point cloud classification
and segmentation. The experimental results show that the performance is better than
PointNet and PointNet + +.

Li [9] of Shandong University and others proposed PointCNN. This model mainly in-
troduces a transformation method called X-Conv to complete regularization of unordered
point cloud, so as to use convolution neural network [17] to effectively classify the input
point cloud for the regularized point data. And it achieves good classification results.

For the problem of point cloud shape classification, we designs a lightweight neural
network with less parameters and less computation. The model can run on miniaturized
equipment or equipment with high real-time requirements, and the effectiveness can be
comparable to the existing large-scale network. The section 2 will introduce some related
work and our proposed algorithm will be given in section 3. Some experiments will be
shown in section 4 and the conclusion will be in section 5.
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2. Related Work. Point cloud input data needed in this paper is only the point con-
taining 3D coordinate information:

{pi = {xi, yi, zi} |i = 1, 2, ..., n} (1)

Here, pi represents a point in the point cloud data, which contains three-dimensional
coordinate information {xi, yi, zi}, i represents the ith point in the input point cloud, and
n represents the number of families of the input point cloud.
In this paper, we mainly concern the study of point cloud shape classification [15].

Therefore, we mainly study the design of a classification method f to transform the input
point cloud into the probability distribution corresponding to each shape distribution p :

p = f({p1, p2, ..., pn}) (2)

Firstly, the model in this paper is based on the model of DGCNN [8]. Some ideas are
from the model designed in lightweight point cloud classification model combined with
the latest ideas of ShuffleNetV2 model proposed by Ma N [10].
In the DGCNN [8] model, a T-Net neural network is used to calibrate the point cloud

to ensure the transformation invariance (rotation and translation transformation). How-
ever, the addition of T-Net makes the amount of parameter data of whole model nearly
double. For this, we can add appropriate rotation and translation transformation to the
training data. After experimental analysis, the classification accuracy of the model is not
significantly reduced after removing T-Net. The underlined data represents the model
obtained in the experimental environment of this paper, and is given by the underlined
way.

Table 1. Time Efficiency of Matching

Model Accuracy Number of parameters (106)
DGCNN[7] 91.56 1.84

DGCNN(no T-Net) 91.23 1.03

Through the above experiments, it can be shown that after removing T-Net, parameters
of the model are reduced by nearly half. The accuracy has not decreased a lot, which
provides a good basis for further design. Part of the reason can be obtained from literature
[11]. Here we have a simple analysis and discussion. Because the output of T-Net neural
network is a correction matrix R of 3×3 , the correction matrix is used to correct the
input point transport data:

Poffset =


x1 y1 z1
x2 y2 z2
...

...
...

xn yn zn


 r11 r12 r13

r21 r22 r23
r31 r32 r33

 (3)

In the above formula, rij is the element in row i and column j of the 3×3 correction
matrix R obtained from the T-Net network, in addition to the 3D coordinates of the ith
point pij of the input point cloud data are xi, yi, zi.
If we transform the process of MLP updating point cloud features into matrix form, we

can find that the process of updating hidden MLP feature matrix is as follows.

h(p) =


x1 y1 z1
x2 y2 z2
...

...
...

xn yn zn


 w11 w12 · · · w1C′

w21 w22 · · · w2C′

w31 w32 · · · w3C′

+ [b1 b2 . . . bC′ ] (4)
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In the formula, h(p) is the feature processing function of MLP in a certain layer. wiC′

and bC′ are the parameters can be trained, represent the number of output channels.
Compared with the above two formulas, we can find the expressions of the two formulas

are very similar. Their main difference is that correction matrix obtained through T-NET
is a special correction matrix for each point cloud, and the MLP process can be seen as
a static transformation for all point clouds.

3. Our Proposed Method. In addition to T-Net increasing the number of parameters
of the whole model, the parameters of the whole network are basically concentrated in
the full connection layer. We hope to change the number of full connection layers and the
number of nodes in the full connection layer. In this paper, we will consider and explore
the impact of the number of nodes in the full connection layer on the classification effect.
Here is a study based on the model shown in the following figure.

Figure 1. Basic Model

Because there is only one full connection layer at this time, we change the number of
nodes in the full connection layer in the figure, and take the number of full connection lay-
ers as 128256512 and 1024 for training, which is verified on the test set. The experimental
results are as follows:

Table 2. Matching Time Efficiency

Number of nodes Classification accuracy
1024 88.31
512 89.19
256 89.14
128 87.52

At this time, after the number of nodes of full connection has been determined to be
256, a layer of full connection layer 128 will be connected. Through experiments, the
impact of number of layers of full connection on effect will be analyzed. The experimental
results are shown in the following table 3.

The experimental results in the above table show that although a full connection layer is
added However, it does not improve the performance much, but reduces the classification
effect. The possible reason is that the point cloud data only contains three-dimensional
coordinates, which contains too little information. Therefore, the later design still uses
one layer of full connection, and the full connection parameter nodes are set to 256.
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Table 3. Matching Time Efficiency

Number of layers Classification accuracy
256 89.14

256+128 89.08

As shown in the figure below, the lightweight point cloud classification network model
designed in this paper is shown in the figure below. We call this lightweight point cloud
classification network LightSeDgCNN.

Figure 2. Model Diagram

As shown above, our model LightSedGCNN consists of six layers (excluding the input
layer and output layer): the point cloud data input by the input layer is composed of n
points, each point is composed of three-dimensional coordinates (x, y, z), which is a n×3
tensor. It also contains four basicblock modules: the first basicblock is connected with the
other two modules through residual, and the second is connected with the third through
residual. And finally, the output results of the 4 basicblock modules are concatenated.
The pooling layer pools the results of the previous concat to get the tensor of 1×1024.
Finally, results of the pooling layer are further learned through a full connection layer to
complete the whole model.
In this paper, ModelNet40 of Princeton ModelNet, which is the same as PointNet is

selected as benchmark to complete the model test, and experimental results are compared
with other methods. There are total 12311 models in 40 shapes in ModelNet40. The
experimental data are obtained under the experimental environment of this paper, and
they are given in the following table by underlining.

Table 4. Experimental Results of ModelNet40

Input type Methods Classification Accuracy Parameter Quantityx106

Muti-view MVCNN[4] 90.10 138.00
Volumetric VoxNet[5] 83.00 0.92
Volumetric 3DShapeNets[13] 77.32 38.00
Volumetric LightNet[14] 86.9 ∼0.30

PC PointNet[12] 89.20 3.50
PC PointNet++[6] 90.70 1.47
PC DGCNN[8] 91.56 1.84
PC LightSeDgCNN 89.81 0.34
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As shown in the above table, the classification results of various methods indicated in
lines 2 to 8 of the table are on modelnet40. The classification accuracy of LightSedGCNN
on ModelNet40 dataset is 89.81%, and the parameter quantity is 0.34×106.

The following table is the experiment of several latest typical point cloud neural network
models on the ModelNet40. The experimental results are given in the following table 4.

Table 5. Time Performance Analysis

Method Forward time(ms) Training Time
PointNet[12] 0.80 ∼3.5h

PointNet++[6] 1.40 -
DGCNN[8] 3.10 ∼4.5h

LightSeDgCNN 0.71 ∼2.3h

In terms of the forward propagation time of the model, the LightSeDgCNN proposed
by us is only 22.9% of DgCNN, 50.7% of PointNet++, 88.75% of PointNet, which has
considerable performance advantages. Moreover, in terms of the training time of the
model, LightSeDgCNN is about 2.3 hours, PointNet is about 3.5 hours, and DGCNN is
about 4.5 hours, it obviously also has certain advantages in the training time.

4. Conclusions. LightSeDGCNN proposed in this paper has achieved good results in
point cloud model classification, and is superior to the methods mentioned in the paper
in model parameters, forward propagation time and training time. It is believed that this
work will have a very wide range of scene applications in unmanned driving, virtual reality
or other miniaturized equipment and other scenes with high real-time requirements for
point cloud processing.
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