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Abstract. In view of the global increase in smartphone and social media usages, there
is a growing demand for efficient and secure data storage and transmission. Data hid-
ing in compressed domain enjoys the best of both worlds. In other words, one can use
compression techniques to realize storage and transmission efficiency and deploy data
hiding methods as a means of accomplishing information security. However, this task
is unexpectedly challenging because compression has largely reduced and eliminated data
redundancy on which most data hiding algorithms depend. In this paper, we proposed a
novel reversible data hiding scheme based on absolute moment block truncation coding
(AMBTC) with adjustable payload. AMBTC is one of the most widely used lossy image
compression techniques. The proposed scheme embeds secret data into AMBTC com-
pressed images by modifying the gray level and is able to recover the original compression
image after secret data extraction. The amount of secret information can be configured
to embed one to three digits per pixel. The experimental results showed that our scheme
achieved the highest embedding rate compared to the related works under the same image
quality constraints.
Keywords: AMBTC, Adjustable, Reversible data hiding, Unilateral, Pixel value mod-
ification

1. Introduction. With the development of network technology, the amount of data
transmitted by people through the network is massive. Data hiding has become an im-
portant issue of information security. Different from traditional cryptographic encryption
methods, data hiding is to carry out subtle modifications to ordinary carriers to transmit
information, but these modifications will not attract people’s attention. That is to say,
information is hidden in text files, image signals, voice signals or video signals and other
digital media without causing people to perceive visual and auditory changes of these
carriers [1]. Through concealing the “communication behavior”, the security of informa-
tion transmission can be greatly improved. Digital image is the most common carrier. In
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recent decades, researchers have proposed many information hiding schemes based on dig-
ital images in spatial domain [2,3,4,5], frequency domain [6,7,8] and compression domain
[9,10,11]. In order to improve the transmission efficiency and reduce the storage space,
it is usually necessary to compress the transmitted data. Therefore, how to efficiently
implement information hiding in compressed images is an important research problem.
In the compression domain, features of different compression techniques are used to em-

bed secret data. A lot of data hiding methods have been proposed for different image com-
pression formats, including VQ [12], SMVQ [9], JPEG [13,14] and AMBTC [15-19]. Com-
pared with the compression schemes of VQ, SMVQ and JPEG, the AMBTC-based meth-
ods have the advantages of low computational complexity, efficient encoding/decoding
process, high compression ratio and good image quality. In 2006, Chuang and Chang [15]
defined a threshold based on the difference between high and low quantization levels, and
classified blocks into smooth blocks and complex blocks according to this threshold. For
smooth blocks, the bitmap was directly replaced with secret information; while complex
blocks were left unembedded. Ou and Sun [20] used Chuang and Chang’s method to clas-
sify blocks and embed secret information into smooth blocks. In addition, they utilized
Chen et al.’s method [21] to embed secret data into complex blocks by switching the order
of two quantization levels. Tang et al. [22] used the interpolation technique to embed
secret information, and obtained high capacity and good image quality. However, these
solutions are irreversible and cannot be applied to situations such as military, medical and
court forensics, because the distortion of the information carrier cannot be accepted in
these situations. Therefore, reversible data hiding (RDH) technology for AMBTC com-
pressed images has attracted researchers’ attention. The existing RDH AMBTC schemes
can be divided into four categories [23], namely histogram shifting (HS) [24-28], bitmap-
based transformation [29-31], prediction error expansion (PEE) [32-37] and compressed
image-based data hiding [38-40].
HS-based method was proposed by Lo et al. [41]. Their method is to calculate the

difference between high and low quantization values, then obtain the three sets of high
quantitation values, low quantitation values and differences, and then embed secret infor-
mation into any two sets of them by using the principle of histogram shifting [4]. This
method can achieve good image quality, but its payload is low. The bitmap transformation
method embeds secret information by replacing bitmap, which can preserve the compres-
sion ratio, but the payload and PSNR are rather low. PEE method can obtain better
image quality and higher storage capacity than HS-based and bitmap transformation-
based methods. However, these methods are based on the AMBTC compression codes,
and their payloads are lower than those of the compressed image-based methods. The
compressed image-based method was first proposed by Lin et al. in 2015 [38]. Lin et
al.’s method is to combine secret information and bitmap into a cover block, and then for
embeddable blocks, four values defined by the block mean µ and standard deviation σ,
namely µ + σ, µ − σ, µ + σ + 1, µ − σ − 1 are applied to replace the cover pixel values
and result in a stego block. Thus, the embedding capacity of Lin et al.’s method is 1 bit
per cover pixel. Later on, many RDH schemes based on compressed images have been
proposed.
In 2018, Malik et al. proposed an AMBTC data hiding scheme based on pixel value

adjustment strategy [40]. This scheme converts the secret information into ternary digits,
and then modifies each cover pixel value by at most 1 to embed a secret digit. Due to
the minimal adjustment, the visual quality of Malik et al.’s stego image is very close to
the cover AMBTC image. In consideration of reversibility, a cover block is classified as
an embeddable block provided that its two quantization values are gapped by at least
2 gray levels. This limitation severely degrades the embedding capacity of a smooth
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cover image. Besides, the embedding capacity of an embeddable cover pixel is low and
without flexibility. Based on the above discussions, we propose an AMBTC-based RDH
scheme with adjustable payload. In our scheme, the modification for the two different
quantization values are unilateral toward opposite directions. So that the limitation on the
gap width between two quantization values can be reduced and the number of embeddable
blocks is greatly improved. By utilizing different amount of maximum modifications, the
embedding capacity of our scheme is switchable

The rest of this paper is organized as follows. In Section 2, we briefly introduce the
AMBTC encoding and decoding process. In addition, the details of the Malik et al.’s
scheme and its characteristics are further discussed. The proposed scheme is presented in
Section 3. Section 4 gives the experimental results and discussions. Section 5 is the final
conclusion.

2. Related work. In the section, we briefly introduce the AMBTC encoding and de-
coding process first. Then, Malik et al.’s [40] data hiding scheme is presented and its
performance is discussed.

2.1. AMBTC compression technique. AMBTC is an improved version of the Block
Truncation Coding (BTC) proposed by Lema and Mitchell in 1984. Although it is a lossy
compression technique, its algorithm is simple and compression ratio is high. In AMBTC,
the original image I is partitioned into N mutually exclusive blocks of size m× n. Then,
the following processing is applied to each block. Firstly, the average pixel value Pi of the
whole block is calculated by Equation (1).

Pi =
1

T

T∑
j=1

pij (1)

where Pij is the j-th pixel value of the i-th block and T = m × n is the total number of
pixels in the i-th block. Then, Hi and Li are calculated using Equation (2) and Equation
(3), respectively.

Hi =

1

u

∑
pij≥pi

pij

 (2)

Li =

 1

T − u

∑
pij<pi

pij

 (3)

where u is the number of pixels with values greater than or equal to Pi and Hi denotes
their average value, while Li denotes the average value of the remainders. Then, the pixels
with high values are represented by ‘1’, and the pixels with low values are represented by
‘0’ to constitute the bitmap Bi , as shown in Equation (4).

Bij =

{
1, if(pij ≥ Pi)
0, if(pij < Pi)

(4)

Finally, the compressed code of the i-th block (Hi, Li, Bi) is transmitted. At the re-
ceiving end, the image block can be reconstructed from (Hi, Li, Bi) by simply replacing
‘1’ in Bi by Hi and ‘0’ by Li.

An example is given in FIGURE 1 to illustrate the AMBTC encoding and decoding
process. Assuming that FIGURE 1(a) is a block of the original image with a size of 4×4.
First, the average of this block is calculated using Equation (1), which gives Pi = 89 .
According to Equation (4), the bitmap shown in FIGURE 1(b) can be obtained. The
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quantization levels Hi and Li can be calculated using Equation (2) and Equation (3),
which giveHi=100, Li=77. Finally, this block is represented as a compressed code (100,77,
[1 1 0 0; 1 1 0 1; 1 0 1 0; 1 0 0 0]) and then transmitted. At the receiving end, ‘1’ in the
bitmap is replaced with ‘100’, ‘0’ is replaced with ‘77’, and the result is shown in FIGURE
1(c).

Figure 1. AMBTC encoding and decoding example (a)Original block;
(b)Bitmap; (c)Decoded block

2.2. Malik et al.’s scheme. Malik et al.’s method [40] is based on the AMBTC com-
pressed image. The original image is compressed using the AMBTC method, and then the
secret information is embedded in the reconstructed compressed image with a reversible
scheme.
In Malik et al.’s method, the original image is partitioned into N mutually exclusive

n×n-sized blocks. Then, each block is compressed by AMBTC method to obtain the com-
pressed code (Hi, Li, Bi). After that the compressed image is reconstructed by AMBTC
decoding rules. The reconstructed compressed image consists of N blocks of n×n pixels,
each block has only two different pixel values, namely Hi and Li. The Malik et al.’s
scheme uses the redundancy of the pixel values to embed information. At the same time,
the stego image is kept reversible after data extraction.
At first, the difference between Hi and Li for each block is computed. The blocks of

Hi−Li > 2 are determined to be embeddable blocks, while the others are non-embeddable.
For embeddable blocks, under the consideration of reversibility, the first Hi and the first
Li pixel are non-embeddable and kept unchanged. The binary secret stream is converted
to ternary number system representation. By scanning each embeddable pixel in turn,
the pixel value is kept unchanged to embed ‘0’, decreased by 1 to embed ‘1’, and increased
by 1 to embed ‘2’. Execute this process until the cover image is fully embedded.
At the receiving end, the pixel value distribution in each block is checked first. If the

block is two-valued and the difference between the two values is less than or equal to 2,
it is a non-embeddable block; otherwise, it is embeddable. For an embeddable block, the
first pixel is one of the quantization values. The second quantization value is the first of
the remaining pixel values that is out of its modification range, i.e. ±1. According to
the values of the two non-embeddable pixels, the secret digits can be extracted from the
embeddable pixels sequentially and the compressed code can be recovered.
In Malik et al.’s scheme, each embeddable block has 2 non-embeddable pixels and 14

embeddable pixels. For each embeddable pixel, a ternary secret digit can be embedded.
The total embedding capacity for an embeddable block is 14 × log23 bits. Since this
scheme utilizes six states, namely Hi + 1, Hi, Hi − 1, Li + 1, Li, Li − 1, to embed secret
digits, the difference Hi − Li must be greater than 2 to discriminate between Hi − 1 and
Li + 1. This limitation severely reduces the number of embeddable blocks in a smooth
cover image.
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3. Proposed scheme. To reduce the limitation on the embeddable decision and increase
the embedding capacity, a unilateral embedding scheme is proposed. The modification
of pixel value is always addition for Hi and subtraction for Li. By reserving a guard
state for reversible consideration, all blocks of Hi − Li > 1 are embeddable. In addition,
by tuning the maximum amount of modification, the embedding capacity of our scheme
is adjustable. The proposed embedding, extraction, and compressed code recovering
processes are described below.

3.1. Embedding phase. Partition the original image O into mutually exclusive blocks
{Oi}Mi=1 of size m×n, where M denotes the total number of blocks. The image O is com-

pressed into {(Hi, Li, Bi)}Mi=1 according to AMBTC encoding, and then the decompressed
image R is reconstructed according to AMBTC decoding. In this way, the pixel values in
each block Ri (i ∈ [1,M ]) are either Hi or Li. The first Hi and the first Li in the block
are denoted as Hif and Lif , respectively, and are considered as non-embeddable pixels.
Before embedding, the embedding capacity p bits/pixel should be determined first and
the maximum modification of pixel value is therefore v(v = 2p − 1). According to p, the

binary stream of secret data S is converted into 2p-ary secret set S ′ = {s′r}kr=1, where
s′r represents the r-th secret digit. The secret digits are consecutively embedded into the
embeddable pixels by adding in case of Hi and by subtracting in case of Li.

Rij (j ∈ [1,mn]) is used to represent the j-th element in the block Ri. After embedding
secret digits, the first pixel value Ri1 of an embeddable block can be either Hif or Lif .
The unilateral property of embedding can be utilized to find the other value of Hif or Lif .
In the case of Ri1 = Hif , Lif can be determined by searching the first pixel value x1 that
is less than Ri1. In the contrary case of Ri1 = Lif , Hif can be determined by searching
the first pixel value x2 that is greater than Ri1. Since there is no value between Hif and
Lif , we can discriminate the two cases by checking the remaining pixels. If a value x3

can be found between Ri1 and x1, then Ri1 = Lif and x2 = Hif . On the contrary, if a
value x3 can be found between Ri1 and x2, then Ri1 = Hif and x1 = Lif . An ambiguity
situation may occur that there is no pixel value in between for both cases. Under such
situation, we further define the last pixel Ri(mn) as non-embeddable and assign different
values to identify different cases. The pseudo code for embedding algorithm is described
below. Its corresponding flowchart is given in FIGURE 2.

Input: AMBTC-compressed image {Ri}Mi=1, maximum modification v(v = 2p − 1) ,
and 2p-ary secret set S ′

Output: Stego image {R′
i}Mi=1

Step 1. Read the compression image {Ri}Mi=1 sequentially.
Step 2. Check embeddable block

if Hi − Li ≤ 1 or (Hi + v > 255 or Li − v < 0),
the block is non-embeddable;

else
the block is embeddable;

end
Step 3. For an embeddable block, embed secret digits to all Rij except for Ri(mn).

For all Rij except for Ri(mn).
if Rij == Hif or Rij == Lif ,

do nothing;
else

if Rij == Hi,
R′

ij = Rij + s′r;
else
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Figure 2. Flowchart of the Data Embedding Process

R′
ij = Rij − s′r;

end
end

end
Step 4. For an embeddable block, set Ri(mn).

Retrieve Ri1 and check the remaining pixel values from R′
i2 to R′

i(mn−1)

If there are x1, x2, x3 and Ri1 > x3 > x1 or Ri1 < x3 < x2,
Ri(mn) is an embeddable pixel and embed secret data according to rules.

else if there is x1 or x2,
Ri(mn) is an embeddable pixel and embed secret data according to rules.

else
if Ri1 ̸= Ri(mn),

R′
i(mn) = Ri(mn);

else
if Ri1 == Li,

R′
i(mn) = Li + 1;

else
R′

i(mn) = Hi − 1;
end

end
end
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end
Step 5: Repeat Steps 1-4 are until all bits of secret digits are embedded.
Step 6: After data hiding is completed, the stego images are output.

3.2. Example of embedding phase. An example of embedding is given in FIGURE
3. A 4× 4-sized block of the original image O is shown in FIGURE 3(a). After AMBTC
compression, the trio compression code is obtained, which is {54,45, [0 0 1 1;0 0 1 0; 0 0
1 1;0 0 1 1]}, as shown in FIGURE 3(b). The reconstructed version is shown in FIGURE
3(c). Since Hi−Li = 54− 45 = 9 > 1, the given block is determined as embeddable. The
Lif and Hif are the first pixel Ri1 and the third pixel Ri3 is painted blue, respectively.
Let p = 2, the binary secret stream S = {1111100010110100101110110001}2 is partitioned
into doublets S = {11, 11, 10, 00, 10, 11, 01, 00, 10, 11, 10, 11, 00, 01}2, where {.}2 represents
the binary number system. Then, it is converted into a set of 4-based secret digits
S ′ = {3, 3, 2, 0, 2, 3, 1, 0, 2, 3, 2, 3, 0, 1}4, where {.}4 is used to denote the 4-ary number.
After that, secret digits are embedded to embeddable pixels consecutively. Since the first
embeddable pixel Ri2 = Li, the subtraction rule is applied R′

i2 = Ri2 − s′1 = 45− 3 = 42.
The next embeddable pixel Ri4 = Hi, the addition rule is applied R′

i4 = Ri4 + s′2 =
54 + 3 = 57. In a similar manner, the secret digits are embedded into the remaining
embeddable pixels and the resulting stego block is shown in FIGURE 3(d). The first
pixel value less than Ri1 = 45 is x1 = 42 and the first pixel greater than Ri1 is x2 = 54.
Because we can find a value x3 = 43 such that Ri1 > x3 > x1, the last pixel of the block
is an embeddable pixel. Three ambiguity cases of Ri1 ̸= Ri(mn), Ri1 = Li, and Ri1 = Hi

are given in FIGURE 4(a), (b), and (c), respectively.

Figure 3. Example of embedding phase (a)Original block; (b)Bitmap;
(c)Compressed block; (d)Stego block

3.3. Extracting and recovering phase. In the extracting and recovering phase, the
secret binary stream is extracted from the stego image and the AMBTC compressed image
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Figure 4. Example of Rimn as a non-embeddable pixel (a)Case I; (b)Case
I; (c)Case III

can be recovered. The detail process is shown as below. Its corresponding flowchart is
given in FIGURE 5.
Input: A stego image R′.
Output: A recovered AMBTC compressed image {Ri}Mi=1 and extracted secret data

S.
Step 1. Divide stego image R′ into m× n-sized non-overlapped pixel blocks {R′

i}Mi=1.

Step 2. Scan {R′
i}Mi=1 according to the raster scan order.

Step 3. Identify Hif and Lif . For R′
i, first find x1, x2 and x3, then analyze their

relationship with R′
i1 to identify Hif and Lif . According to the search results of x1, x2

and x3, the process of identifying Hif and Lif can be divided into the following three
cases.
Case 1: Missing either x1 or x2.
(a)Both x1 and x2 cannot be found. The block is of a single value and non-embeddable.
(b)x2 cannot be found.

If R′
i1 − x1 ≤ 1, The block is non-embeddable.

else Hif = R′
i1, Lif = x1.

(c)x1 cannot be found.
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If x2 −R′
i1 ≤ 1, The block is non-embeddable.

else Hif = x2, Lif = R′
i1.

Case 2: x1, x2 and x3 all exist.
If x2 > x3 > R′

i1 > x1, then Hif = R′
i1, Lif = x1;

If x2 > R′
i1 > x3 > x1, then Hif = x2, Lif = R′

i1.
Case 3: Missing x3.
If R′

i1 > R′
i(mn), then Hif = R′

i1, Lif = x1 and R′
i(mn) is non-embeddable pixel.

If R′
i1 < R′

i(mn), then Hif = x2, Lif = R′
i1 and R′

i(mn) is non-embeddable pixel.
Step 4. Extract secret digit and restore original pixel value.
If R′

ij ≤ Li, then s′r = Lif −R′
ij and Rij = Lif .

else s′r = R′
ij −Hif and Rij = Hif .

Step 5. Repeat Steps 1-4 until all secret digits are extracted.
Step 6. Convert S ′ into S.
Step 7. Once data extracting is completed, the original AMBTC image is also recovered.

3.4. Example of extracting and recovering phase. An example of secret data ex-
traction and compressed image recovery in shown in FIGURE 6.

Since the stego block in FIGURE 6(a) has more than 3 different valued pixels, it is an
embeddable block and thus Hif and Lif should be identified first. By applying our rules,
R′

i1 = 45, x1 = 42, x2 = 54 and x3 = R′
i5 = 43 satisfies x1 < x3 < R′

i1 < x2. Therefore,
R′

i1 is Lif and R′
i3 = Hif , i.e., Hif = 54, Lif = 45. It can also be determined that R′

i16 is
an embeddable pixel and contains secret information.

Based on Hif and Lif , the secret digits can be extracted and the original compressed
image block can be recovered by the following rule. If R′

ij ≤ Lif , then s′r = Lif − R′
ij

and Rij = Lif , else s′r = R′
ij − Hif and Rij = Hif . For example, R′

i2 = 42 < 45,
then s′r = 45 − 42 = 3, Ri2 = 45. In the similar way, we can extract all the se-
cret information S ′ = {3, 3, 2, 0, 2, 3, 1, 0, 2, 3, 2, 3, 0, 1}4 and reconstruct the original com-
pressed image {45 45 54 54; 45 45 54 45; 45 45 54 54; 45 45 54 54} as shown in FIG-
URE 6(b). Finally according to p = 2, we convert S ′ back to the binary bitstream
S = {11,11,10,00,10,11,01,00,10,11,10,11,00,01}2.

For the more complicated cases of ambiguity situation, we can refer back to FIGURE
4. There are three different cases that R′

i16 is a non-embeddable pixel. For Case I,
R′

i16 = 54, R′
i1 = 45, R′

i1 < R′
i16. Therefore, R′

i1 is Lif and R′
i3 is Hif , i.e., Hif = 54,

Lif = 45. For Case II, R′
i16 = 46, R′

i1 = 45, R′
i1 < R′

i16. Therefore, R′
i1 is Lif and R′

i3 is
Hif , i.e., Hif = 54, Lif = 45. For Case III, R′

i16 = 53 R′
i1 = 54, R′

i1 > R′
i16. So, R

′
i1 is Hif

and R′
i3 is Lif , i.e. Hif = 54, Lif = 45.

4. Experimental results. In this section, we will show the performance of the proposed
scheme through several sets of experiments. The ten classic grayscale images of 512×512
pixels, i.e., Lena, F16, Boat, Baboon, Peppers, House, Couple, Elaine, Sailboat and Zelda
as shown in FIGURE 7 are used as test images. All test images are divided into 4 × 4
blocks, and then processed by AMBTC compression method. The secret data for the
simulation is generated by a random number generator.

The two indices ER and PSNR are applied to measure the performance of the proposed
data hiding scheme. The embedding capacity ER is defined by Equation (5), where Ns

represents the total number of embedded secret bits, and Np represents the total number
of pixels in the cover image.

ER =
Ns

Np

(5)
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Figure 5. Flowchart of the data extraction and image recovery

The visual quality is measured by peak signal to noise ratio (PSNR), which is defined
in Equation (6). where the mean-square error (MSE) is given in Equation (7).

PSNR = 10log10(
2552

MSE
)(dB) (6)

MSE =
W∑
i=1

H∑
j=1

(Oij −R′
ij)

2

/(W ×H) (7)

where Oij and R′
ij denote the pixel value at the (i, j) coordinates of the original and

stego image, respectively; H and W represent the height and width of the image, respec-
tively. The larger the PSNR, the better the visual quality of the image. However, it is
a tradeoff between the PSNR and the ER. The higher the hiding capacity, the more
the original image is modified, the greater the difference between the stego image and the
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Figure 6. An example of data extracting and image recovery

Figure 7. Ten test images

original image, and the lower the PSNR. As a result, we often increase the hiding capacity
within acceptable visual quality.

4.1. Performance of the proposed method. TABLE 1 shows the capacity and visual
quality of 10 test images under different embedding bits p, where PSNRC represents the
PSNR of the original image O and the AMBTC compressed image R, while the PSNRS

represents the PSNR of the original image and the stego AMBTC compressed image R′.
Since the pixel values are modified to embed the secret digits, the AMBTC compressed
image will be degraded. However, it can be clearly seen from the TABLE 1 that at
p = 1, the PSNRS and PSNRC are very close, and the average difference is only 32.11-
32.03=0.08dB. It means that our scheme can have good image quality. On the other
hand, by switching the p value, the proposed method can obtain different capacity within
an acceptable range of image quality. When p = 2, the average capacity of 454800bits



88 W.B. Zheng, C.C. Chang, J.H. Horng, J. Lin, Y.Q. Shi

Table 1. Performance of our proposed scheme

Test Images PSNRc (dB)
p = 1 p = 2 p = 3

PSNRs

(dB)
Ns

(bits)
PSNRs

(dB)
Ns

(bits)
PSNRs

(dB)
Ns

(bits)

Lena 33.2 33.13 225260 32.77 455475 31.36 685061
F16 31.95 31.85 217606 31.56 427190 30.4 635044
Boat 31.15 31.08 237555 30.81 468137 29.75 697775

Baboon 26.98 26.96 277375 26.82 506069 26.22 734029
Peppers 33.39 33.28 228773 32.89 460220 31.4 688312
House 30.97 30.89 209086 30.66 407574 29.72 601935
Couple 31.25 31.16 239259 30.9 469841 29.83 695809
Elaine 33.88 33.76 219650 33.37 449682 31.85 678691
Sailboat 31.72 31.68 228878 31.42 455318 30.29 679792
Zelda 36.65 36.48 216898 35.82 448502 33.52 676856

Average 32.11 32.03 230034 31.7 454800 30.43 677330

can be obtained, and the average PSNRs can be preserved above 30dB. When p = 3, the
average capacity is 677330 bits, and the more complex the image, the higher the storage,
and the less quality change. For example, the capacity of Baboon is 734029 bits, and the
PSNRs is decreased by only 0.76dB with respect to PSNRC .

4.2. Performance comparison. To further illustrate the performance of the proposed
scheme, in this section we will compare it with four other methods, including Malik et al.’s
method [40], Ou and Sun’s method [20], Lin et al.’s method [38] and Li et al.’s method
[24]. TABLE 2 shows the comparison of the capacity of the five schemes in the case of
approximate PSNRS. For the sake of simplicity, we take the capacity and PSNRS of the
proposed scheme with p = 2 for comparison. From the data in the TABLE 2, it can be
seen that the capacity of proposed scheme is much larger than the other four schemes,
and the PSNRS is also higher than Ou and Sun’s method [20], Lin et al.’s method [38]
and Li et al.’s method [24]. Among all the schemes, Malik et al.’s Method [40] has the
highest PSNRS, because it only modifies the pixel value at most by 1 when embedding
secret data, which makes it has high image quality. However, the proposed scheme has
much higher embedding capacity than Malik et al.’s scheme, and the PSNR is only slightly
lower than Malik et al.’s scheme. As can be seen from the mean values in the TABLE
2, the average of PSNRS of the proposed scheme is 31.29 dB and the average of capacity
is 453708 bits. Accordingly, the average of PSNRS of Malik et al.’s method is 31.34 and
the average of capacity is 397224bits. The difference between the average of PSNRS of
the two methods is only 0.05dB, which decreases by 0.15%. However, the capacity of
proposed scheme is 56484bits, which is higher than that of Malik et al.’s method, with an
increase of 14.22%.
As shown in FIGURE 8, the blue line indicates the changes of the capacity and PSNRS

of the proposed scheme under different embedding bits, p. The three points from left to
right correspond to the three cases of p=1,2,3. With the increase of p, the embedding
capacity increases, the PSNRS decreases, but they are all in the acceptable range of
more than 30dB. Baboon is a special case, its PSNRC is 26.98dB. Even so, its PSNRS

is preserved at 26.22dB when the ER of it reaches 2.8 bpp (bit per pixel). However, the
other four methods can only obtain fixed capacity and PSNRS. Compared with Malik
et al.’s scheme, the proposed scheme has a higher embedding capacity with a slightly
degrade of image quality.
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Figure 8. Performance comparison between our scheme and four com-
pared schemes for eight test images
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Table 2. Performance of the proposed scheme with the PSNRS and the
Ns by comparing with other four schemes for 8 test images

Method Factor Lena F16 Boat Baboon Peppers House Elaine Sailboat Average

Proposed
Method

Ns

(bits)
455475 427190 468137 506069 460220 407574 449682 455318 453708

PSNRs

(dB)
32.77 31.56 30.81 26.82 32.89 30.66 33.37 31.42 31.29

Malik
et al.’s

Method[40]

Ns

(bits)
397348 397147 397380 397105 397057 397187 397098 397466 397224

PSNRs

(dB)
33.1 31.9 31.09 26.94 33.3 30.85 33.77 29.8 31.34

Ou and
Sun’s

Mehtod[20]

Ns

(bits)
234004 223039 217264 141919 238969 214609 226549 219169 214440

PSNRs

(dB)
30.87 30.71 29.54 26.02 31.59 29.21 31.84 28.61 29.8

Lin
et al.’s

Method[38]

Ns

(bits)
262096 262144 262112 262144 262144 261760 261408 262144 261994

PSNRs

(dB)
32.44 30.34 30.28 26.34 31.6311 29.64 33.2674 30.5 30.55

Li
et al.’s

Method[24]

Ns

(bits)
16789 17659 17082 16880 17264 16820 16580 16990 17008

PSNRs

(dB)
31.05 30.18 31.02 27 32.35 30.34 31.83 28.43 30.28

5. Conclusions. In this paper, we proposed an adjustable RDH scheme for AMBTC
compressed images based on the unilateral pixel value modification strategy. Based on our
strategy, the embedding capacity can be adjusted by switching the number of embedding
bits per embeddable pixel. In comparing with the existing methods, our scheme can utilize
more embeddable blocks and embed more bits per embeddable pixel. The experimental
results show that, compared with the other four schemes, the proposed scheme can obtain
a higher embedding capacity under the condition of approximate PSNRS.
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