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Abstract. This article introduces the super-resolution reconstruction of images based
on an improved generative confrontation network, improves the network structure of
the generator, and proposes a super-resolution reconstruction algorithm for the recur-
sive residual generation confrontation network. Its discriminator uses PatchGAN as the
discriminator. The network solves the bottleneck of low feature information utilization
and slow convergence of the generation countermeasure network in the super-resolution
algorithm based on convolutional neural network. The reconstruction algorithm is com-
pared with mainstream super-resolution reconstruction algorithms on standard data sets
such as Set5 and Set14. The data shows that the algorithm can effectively improve the
use of feature information, restore the details of low-resolution images, and improve the
quality of image reconstruction.
Keywords: image super-resolution; convolutional neural network; generative adversar-
ial network; recursive residual network

1. Introduction. With the continuous informatization of society, the quality of images
is extremely important. Generative confrontation networks have excellent results in image
generation and resolution, and have high applicability in image super-resolution recon-
struction. Single Image Super-Resolution (SISR) is one of the most difficult and chal-
lenging technologies in the field of image processing and computer vision. Its goal is
to reconstruct a low-resolution picture (LR) into a high-quality high-resolution picture
(HR) [1]. In a large number of electronic image applications, people often hope to ob-
tain high-resolution images. High resolution means that the pixel density in the image
is high, and it can provide more details, which are indispensable in many practical ap-
plications. For example, high-resolution medical images are very helpful for doctors to
make a correct diagnosis; it is easy to distinguish similar objects from similarities by us-
ing high-resolution satellite images; if high-resolution images can be provided, computer
vision the performance of pattern recognition will be greatly improved. Therefore, image
super-resolution reconstruction has attracted more and more researchers’ attention due
to its wide application and practical significance.

The traditional image super-resolution reconstruction methods mainly include interpo-
lation based methods, reconstruction-based methods [2]: convex set projection method
(POCS), iterative back projection method (IBP), Bayesian analysis method, etc., and
based on traditional machines Learning methods: exempble-based method, support vector
regression method, etc. However, due to the loss of a lot of details and excessive blurring,
traditional methods still fail to reconstruct satisfactory high-resolution images in many
cases. In recent years, with the development of artificial intelligence technology, deep
learning methods have been widely used in image super-resolution reconstruction. Super-
resolution reconstruction based on deep learning [3] directly learns the end-to-end mapping
function from low-resolution images to high-resolution images through convolutional neu-
ral networks (CNN). Dong et al. [4] proposed super-resolution reconstruction (SRCNN)
based on convolutional neural networks, which is the first image super-resolution recon-
struction method based on deep learning, learning the nonlinearity between LR and HR
in an end-to-end method the mapping relationship, the structure is shown in FIGURE
1. Inspired by the VGG network, Kim et al. [5] proposed a very deep convolutional net-
work (VDSR) to obtain a highly accurate reconstruction method. The network reaches
20 layers. In order to accelerate the convergence speed, a very high learning rate is used.
Residual learning and gradient clipping to solve the gradient explosion problem. Ledig et
al. [6] used Generative Adversarial Network (GAN) for SISR problem in 2017 and pro-
posed a Super Resolution Generative Adversarial Network (SRGAN).Experiments show
that this method can recover more high-frequency details.
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Figure 1. SRCNN network framework.

Although these super-resolution methods based on deep neural networks have made
great breakthroughs in the quality of image reconstruction, there are still many short-
comings. Adopting a deep neural network with adversarial training (eg. SRCNN, VDSR)
will make the reconstructed image too smooth, which is not in line with human perception
of natural pictures. Adopting an anti-neural network method (such as SRGAN) can solve
the problem of too smooth reconstructed images, which is more in line with human per-
ception of natural pictures, but due to the very unstable GAN training, the reconstructed
pictures are noisy and affect Picture quality reduces the generalization performance of the
network. To overcome the above-mentioned deficiencies of the prior art, an image super-
resolution reconstruction method based on an improved generating adversarial network is
proposed.

2. Based and improved GAN image super-resolution reconstruction.

2.1. Overall structure. With the emergence of generative adversarial networks, Ledig
et al. applied GAN to super-resolution reconstruction for the first time and proposed
super-resolution reconstruction based on generative adversarial networks. Later, Lim et
al. proposed the Enhanced Deep Super-Resolution (EDSR) network [7] modified the
design of the residual block based on the structure of SRGAN and removed the batch
normalization (BN) layer. Experiments have shown that the removal of the BN layer can
save about 40% GPU memory space. This paper improves the network structure of the
generator and proposes a super-resolution reconstruction algorithm for recursive residual
generation against the network. Its discriminator uses PatchGAN as the discriminator
network, which solves the use of feature information in the super-resolution algorithm
based on convolutional neural networks. The low rate and the generation of the bottleneck
of the slow convergence of the confrontation network. Based on the original SRGAN that
can improve the quality of the reconstructed image, this algorithm processes the input
image in the form of image blocks, which can reduce the amount of parameters and
calculations and solve the problem of slow convergence. The overall flow chart is shown
in Figure 2:

2.2. Residual network performance. The proposal of Deep Residual Network (ResNet)
is a milestone event in the history of CNN images. Through experiments, we found that
when the number of network layers reaches a certain number, the performance of the net-
work will be saturated and the performance of the network will be increased. It will begin
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Figure 2. Overall flow chart.

to degenerate, but this degradation is not caused by overfitting, because we found that
training accuracy and test accuracy are decreasing, which shows that when the network
becomes very deep, the deep network becomes difficult to train.

The emergence of ResNet is actually to solve the performance degradation problem
after the network depth becomes deeper. The basic structure is shown in Figure 3. For
deep residual networks, it is generally assumed that the back layers of the network are all
identity mappings. At this time, the network can be simplified into a shallow network.
In order to find the identity mapping, these layers are generally used to fit the potential
The identity mapping H(x) = x, but this is more difficult, so the network is designed as
H(x) = F (x)+x, where x is the network input and F (x) is the output of the convolutional
layer. Therefore, we convert to learning a residual function F (x) = H(x) − x. As long as
F (x) = 0, the identity mapping H(x) = x is formed and the fitting residual is It’s easier.

Figure 3. Basic structure of Renet network.

2.3. Improved generator model.

2.3.1. Improved multi-cascade structure. The feature expression ability of convolutional
neural network is directly related to the quality of the generated image. The deeper
the network model, the stronger the feature expression ability, which can generate better
high-resolution images. But deeper models will also lead to slower generation speed and
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gradient disappearance and gradient explosion problems. This article uses a multi-cascade
structure to enlarge the image to the required size step by step. The process of enlarging
an image is broken down into multiple stages, each stage being enlarged by a certain ratio.
For example, in the case of the required magnification ratio of 4, if the total number of
stages N is 2, images with magnifications of 2 times and 4 times will be obtained, and
if the total number of stages is 3, images of magnifications of 2 times, 3 times and 4
times will be obtained Image. In this way, high-resolution images of multiple sizes can be
generated simultaneously in one model.

2.3.2. Improved recursive residual network. The Renet model proves that the deeper the
network, the better the ability to extract features. The structure of the Resnet model is
shown in FIGURE 4 (1). There are cross-layer connections to improve the stability of
the model, but increasing the depth gradient will introduce some difficulties in gradient
propagation. The VDSR model introduces residual learning into the super-resolution
algorithm, as shown in FIGURE 4 (2). Because low-resolution images and high-resolution
images have many similarities in image information, we can understand the difference
between low-resolution images and high-resolution images, which is the residual. Add the
residual and the low-resolution image as a matrix to obtain the high-resolution image. As
shown in formula , to obtain the residual, x is the input resolution image. Residual learning
can be well applied to graphics super-resolution reconstruction algorithms. Because the
model only learns the residuals between the two, the model does not need to store the same
parts of low-resolution and high-resolution images, reducing model parameters. Promote
the transmission of the gradient and prevent the gradient from disappearing or exploding.

IHR = ISR + f(x) (1)

Convolutional neural networks summarize its functions layer by layer through a deep
structure and the functions of different convolutional layers play different roles. The
function obtained by the low-level convolutional layer is essentially quite detailed edge or
texture information [8]. The function obtained by the intermediate convolutional layer is
essentially part of the object contour. The function obtained by the higher-level convo-
lutional layer is essentially the entire structure of the object and different convolutional
kernels have begun to form some differences between categories. The attributes obtained
by the lower-level convolutional layers are more specific and general and the deeper the
network layer, the more abstract the attributes obtained and the greater the difference
between categories [9]. This proves that deeper networks tend to work better because the
generated functions have stronger distinguishing capabilities. The high-level features have
lost some specific details after several sampling operations, so we can not only recursively
learn the functions generated by the last convolutional layer, but also recursively learn the
functions generated by the shallow convolutional layer [10]. Recursive learning is shown
in FIGURE 4 (3). The recursive model combines several layers of convolution functions
to improve the expressive ability of the model. Based on the above analysis, this article
combines recursive learning and residual learning, as shown in FIGURE 4 (4).

Image super-resolution is based on the frames of low-resolution images to generate
corresponding high-resolution images. It can be considered that the input and output
of the super-resolution neural network have very similar spatial distributions and the
way that BN standardizes the properties of the intermediate convolutional layer is com-
pletely abandoned. Due to the need for the original spatial distribution, models with BN
layers require convolutional layers or parameters to restore functionality during image
reconstruction, which will reduce the quality of the generated images and increase the
complexity of the model. Based on the above analysis, this article deletes the BN layer
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Figure 4. Schematic diagram of model structure improvement.

in the generator model to improve efficiency. The improved generator model structure is
shown in FIGURE 5:

Figure 5. The improved generator model.

2.4. Improved discriminator model. The discriminator is partly inspired by Patch-
GAN, a discriminator based on image blocks proposed by Isola et al. [11] and a 6-layer
convolutional neural network is designed as the discriminator network. The discriminator
network consists of alternating convolutional layers, batch normalization layers, activation
layers and maximum pooling layers. The strides of the convolutional layer and maximum
pooling layer are both set to 2. The batch normalization layer can be used to improve
discrimination the generalization ability of the server network. The network structure of
GAN under normal circumstances has been shown in some people’s experiments that it
is not suitable for image fields that require high resolution and high detail preservation.
Compared with the original discriminator network of SRGAN, PatchGAN discriminator
network is suitable for small-sized The image block is calculated, which greatly reduces
the number of parameters and the amount of calculation and alleviates the problem of
slow convergence of the original GAN network. Isola et al. have confirmed through experi-
ments that when the image block size is greater than 70×70, the effect of image generation
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is very close to the judgment result of the actual image. Therefore, the algorithm in this
paper uses the discriminator network part to improve the quality of the reconstructed
image and solve the problem of slow convergence. The improved discriminator is shown
in FIGURE 6:

Figure 6. The improved discriminator.

2.5. Loss function. SRCNN, VDSR and DRCN models all use MSE error, but using the
mean square error will produce an image with too smooth edges. In fact, the method based
on the mean square error is essentially a high-resolution image corresponding to the low-
resolution image and the results are averaged, so the mean square error function cannot
find the potential from low-resolution images to high-resolution images Peak distribution.
SRGAN uses perceptual loss and confrontation loss to enhance the realism of the recovered
pictures. Perceptual loss is the feature extracted by the convolutional neural network
[12]. By comparing the difference between the feature of the image generated by the
convolutional neural network and the feature of the target image after the convolutional
neural network, the meaning and style of the generated image and the target image more
similar [13]. The cost function used by traditional methods is generally the minimum
mean square error, is

lSRMSE =
1

r2WH

rW∑
x=1

rH∑
y=1

(
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(
ILR
)
x,y

)2
. (2)

The cost function makes the reconstruction result have a higher signal-to-noise ratio,
but lacks high-frequency information and an excessively smooth texture appears [14].
Therefore, this article improves the cost function to

ISR = ISRX + 10−3lSRGen. (3)

The first part is a cost function based on content and the second part is a cost function
based on adversarial learning. In addition to the minimum mean square error of the pixel
space, the content-based cost function also contains a minimum mean square error based
on the feature space [15]. This feature is a high-level image feature extracted using the
VGG network:

lSRV GG/i,j =
1

Wi,jHi,j

Wij∑
x=1

Hi,j∑
y=1

(
Φi,j

(
IHR

)
x,y

− Φi,j

(
GθG

(
ILR
))
x,y

)2
. (4)

The cost function of adversarial learning is based on the probability of the discriminator
output:

lSRGen =
N∑
n=1

− logDθD

(
GθG

(
ILR
))

. (5)

3. Experiment and data analysis.
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3.1. Experimental preparation. The method in this article is based on the PyTorch
framework and the experimental hardware parameters are: Intel Core i5- 4210U 1.70 GHz,
NVIDIA GTX1060 4GB. This article uses 300 images used in VDSR, LapSRN and other
models as training data sets and uses methods such as flipping and scaling to expand
the data set. This article uses Set5, Set14 and BSD100 as test sets. The test results are
compared with Bicubic, SRCNN, VDSR, DRCN, SRGAN and other algorithms. In order
to ensure the accuracy of the experiment, all network models are tested at a scale factor
of 4 times.

3.2. Analysis of experimental results of recursive residual network.

3.2.1. Subjective effects. To ensure the comparison effect, select a picture from Set5 and
Set14 data sets and compare the actual reconstruction of each algorithm under the con-
dition of 4 times magnification, as shown in FIGURE 7. Observe that the images in each
test set can be observed after zooming in on the details. The algorithm proposed in this
paper has better reconstruction image quality and the details of the texture are clearer.

Figure 7. Reconstruction effect on Set4 and Set15 data sets

3.2.2. Objective effect. This paper uses two commonly used detection indicators in current
image processing: Peak Signal to Noise Ratio (PSNR) and Structural Similarity (SSIM)
as objective evaluation indicators, thus more accurately indicating that the algorithm in
this paper is compared with the superiority of other algorithms [16]. PSNR reflects the
error between corresponding pixels of two images. The higher the value, the less the
distortion of the output image and the better the image reconstruction quality. PSNR
is defined by the maximum possible pixel value (L) and mean square error (MSE) of the
image [17, 18]. The calculation formula is:

MSE =
1

H ×W

H∑
i=1

W∑
j=1

(X(i, j) − Y (i, j))2, (6)
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PSNR = 10 log10(
(2n − 1)2

MSR
). (7)

Among them, MSE represents the mean square error (MSE) of the current image X and
the reference image Y and H and W are the height and width of the image. SSIM is an
evaluation index indicating the similarity of two images. The closer the value is to 1, the
closer the output image is to the original high-resolution image, that is, the better the
reconstruction effect [19]. The calculation formula is:

SSIM(x, y) = l(x, y)c(x, y)s(x, y). (8)

Among them, l(x, y) represents the brightness similarity operator, c(x, y) represents the
contrast similarity operator, and s(x, y) represents the structural similarity operator.
When the magnification factor is 4 times, under the reference data sets Set5, Set14 and
BSD100, the PSNR and SSIM values of each algorithm are shown in Table 1 and Table
2. As can be seen from the table, on the set5, set14 and BSD100 data sets, the PSNR
and SSIM values of each algorithm are compared. The PSNR and SSIM values of the
algorithm in this paper are the best, so the algorithm of this paper is superior to other
algorithms.

Table 1. PSNR value comparison

Algorithms Set5 Set14 BSD100
Bicubic 30.01 27.11 26.18
SRCNN 30.22 27.34 26.49
DRCN 31.66 28.21 27.30

SRGAN 30.17 27.02 26.36
Algorithms in this work 32.55 28.88 27.84

Table 2. Comparison of SSIM values

Algorithms Set5 Set14 BSD100
Bicubic 0.8611 0.7710 0.7189
SRCNN 0.8653 0.7751 0.7131
DRCN 0.8762 0.7812 0.7255

SRGAN 0.8721 0.7837 0.7387
Algorithms in this work 0.9122 0.7866 0.7579

4. Conclusion. Because the image reconstructed by the neural network-based super-
resolution algorithm is too smooth, it does not meet the requirements of people’s percep-
tion of the picture; the image reconstructed based on GAN is unstable and appears noise,
which affects the quality of the picture. Combining adversarial networks, an image super-
resolution reconstruction method based on improved generated adversarial networks is
proposed. Experimental simulations prove that the algorithm in this paper is superior to
other algorithms in both intuitive and objective PSNR and SSIM values. It can be seen
that the algorithm in this paper can extract low-resolution image features more compre-
hensively, better improve the reuse rate of feature information, fully restore the texture
information of the image and further improve the quality of image reconstruction, which
is a better implementation. Algorithm for image super-resolution reconstruction.
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