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Abstract. Harbours operating under hazardous conditions, require video surveillance
systems for timely discovery of violations and emergencies to avoid serious injuries and
even loss of lives. However, traditional monitoring systems guarded manually are man-
power consuming and absent easily. To address this difficult problem, we propose an
intelligent multi-camera video surveillance system based on micro object detection and
abnormal behavior judgments. Our system is able to estimate the location of object and
classify them in each frame, then predict whether there is a fire and count the number
of people and cars respectively, moreover, predict possible unsafe interactions between
people and vehicles. It emphasizes the flexible selection of different algorithm modules
in various environments and scenarios. Through the real-time evaluation of the degree
of the abnormality of various scenes by our system, the high-scoring situations generate
relevant alarms and are preferentially pushed to the dutykeeper. The experiments show
that the proposed method detects and evaluates anomalies accurately, schedules monitor-
ing screens more rationally and reduces the workload of staff.
Keywords: Intelligent Multi-Camera Video Surveillance, Micro Object Detection, Real-
time, Abnormal behavior.

1. Introduction. Video surveillance systems have long been used in a variety of indus-
trial scene. Camera manufacturers are also moving toward intelligent direction. Motion
detection and license plate recognition have been embedded in the chip of camera as
normal module. However, object recognition and abnormal behavior detection for more
complex environments are still at the stage of trial. With the improvement of GPU perfor-
mance and optimization of parallel computing architecture, detection algorithms based
on deep convolutional neural networks are turning to industrial application gradually.
The port has a complicated working environment and strict rules and regulations, but
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there are still accidents every year, which are generally caused by the illegal operation
of workers and the untimely handling of emergency situations. Although the port has
already been equipped with a video surveillance system, the degree of intelligence is lim-
ited to the identification of the container number, and the ability to alert the abnormal
situation is not achieved. For a large industrial environment such as a port, the area is
usually hundreds of thousands of square meters, and there are 200 spherical panoramic
cameras in the working area. At present, it can only be monitored by human to determine
whether abnormal conditions occur. The operator monitors all the camera scenes, picks
out dangerous scenes for critical surveillance, and records the violations of workers. Such
boring work imposes a great burden on the workers, it is easy to mental fatigue, and
there is no guarantee that no abnormal pictures will be missed, and real-time alarms for
important alarms cannot be guaranteed. In order to solve the above problems, we propose
an intelligent video surveillance system based on convolutional neural networks.

Video surveillance systems have been applied in various areas such as traffic manage-
ment, crowd behavior detection, and wildlife protection [1]. Traditional object detection
algorithms are features-based methods [2], such as texture features. A conmparative re-
search among Discrete Wavelet Transform(DWT), Histogram of Oriented Gradient(HOG)
and Speeded Up Robust Feature(SURF) shows that HOG feature with Naive Bayes is
better than others [3]. Konda in [4] propose a motion features instead of pixel-based ap-
proaches achieving at the same time detection and segmentation. It is effective for moving
objects. Manually selected features perform well in applications for human detection and
tracking [5]. Recently, neural network is used for human activity recognition in video
surveillance [6]. And the multi-target tracking identification system under multi-camera
surveillance system [7] has emerged.

A few years ago, the video surveillance system usually used texture features in detection.
For complex environments such as port, there are many types of targets to be identified. It
is unrealistic to select features for each type of target. Therefore, we use deep convolutional
neural network to learn and select features. As long as we prepare a large number of
labeled samples, we can achieve object recognition and positioning after training. This
paper firstly detects the input video stream frame by frame to obtain the object position.
Here, the tracking algorithm is discarded and a pure detection algorithm is used. Because
the model is fast enough, real-time detection can be performed on the gpu, and fire alarms
and population statistics can be done at the same time. For scenes of people and cars,
the system predicts the possibility of an accident and give an alarm.

The rest of the paper is organized as follows. Section 2 is discusses the work related
to object detection and abnormal behavior detection.Section 3 explains the algorithm
embedded in our system. In Section 4, we describe the experiment to demonstrate the
effectiveness of our system. The last section concludes our research and future work.

2. Related Work. Infrastructure and algorithm are critical for a complete system. We
program the module of taking video steam and visualization by C++, and build a deep
learning network model by Python. This can integrates the advantages of C++ running
fast and Python’s convenient of building a deep learning framework. Then calling the
Python code from C++ to compose a complete system.

For an intelligent system, one of the basic problems in video surveillance is object
detection, which aims at locating and classifying existing objects in an image. The object
detection frameworks can mainly be categorized into two types [8]. One is the region
proposal based methods, such as R-CNN [9], Fast R-CNN [10], Faster R-CNN [11], FPN
[12] and Mask R-CNN [13]. The other is the regression or classification based methods
mainly include YOLO [14], SSD [15], YOLOv2 [16], DSSD [17], DSOD [18], YOLOv3 [19].
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Figure 1. The Proposed Multi-Camera Video Surveillance System Framework

Some of them are correlated with each other. The latter satisfys the requirement of real
time speeds. So we design our algorithm based on YOLOv3.

Another problem is abnormal behavior detection. The most common irregularities in
port is the unsafe interactions between workers and vehicles. In the context of port, the
majority of the cameras are palced in high positions. We regard pictures taken by these
cameras as vertical views approximately, then measure the relative positional relationship
between people and vehicles and evaluate the risk of the accident. We define a threat-
based model inspired by [20] to assess risk. There are also some other works [21–26]
related to object recognition and abnormal behaviour detection.

3. The Proposed System.

3.1. The Framework of System. Our proposed intelligent multi-camera video surveil-
lance system represented in Figure.1 integrates the pipeline of shooting, processing and
visualization. All the cameras are connected to the connect the network video recorder
through the ethernet switch. The splicing controller selects a certain number of video
according to system setting or client command to display on the video wall. In this way,
the watchkeeper can monitor the whole port. We build a video server to assist or replace
the human in filtering out the frames with useful information such as abnormal behavior,
irregularities and emergency situations. The server process the frames captured by all
cameras with deep learning algorithm and sort them by abnormality, then schedule the
screens of the top ranked cameras to display on the video wall.

3.2. The Object Detection Algorithm. YOLOv3 is an object detector that uses fea-
tures learned by a deep fully convolutional neural network to detect an object. It sees the
entire picture when both training and testing so that it enables the end-to-end training
and real-time speed. YOLOv3 divides the input image into a S×S grid. There are three
different scales 13 × 13, 26 × 26 and 52 × 52, which help YOLOv3 get better at detecting
small objects. A grid cell is responsible for detecting the object whose center falls into
the grid cell. YOLOv3 predicts bounding boxes using dimension clusters as anchor boxes.
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Figure 2. The Architecture of YOLOv3

The bounding box is described by 4 coordinates, tx, ty, th, tw such that

bx = σ(tx) + cx

by = σ(ty) + cy

bw = pwe
tw

bh = phe
th

(1)

where σ(·) is the sigmoid function. (cx, cy) is offset from the top left corner of the image.
pw and ph are anchors dimensions priors for the box. There are 9 bounding box priors
determined by k-means clustering, 3 boxes are predicted at each scale. The output of
each scale is a S × S × [3 × (4 + 1 + 80)] dimension tensor for the 4 bounding box
offsets, 1 objectness prediction and 80 class predictions. Then the network performs
non-maximum suppression to eliminate duplicate detections.The network for performing
feature extraction is a hybrid approach with successive 3×3 and 1×1 convolutional layers
as well as shortcut connections. The entire network structure show in Fig.2

3.3. Threat-Based evaluation. We introduce the notion of range of the closest point
of approach(CPA) and time to the CPA. These two quantities are used for modeling two
aspects of threat. We use this concept to assess the safety relationship between people
and vehicle. The time and range to CPA for people p and vehicle v with corresponding

state vectors x(p) = [x(p) v
(p)
x y(p) v

(p)
y ]T and x(v) = [x(v) v

(v)
x y(v) v

(v)
y ]T are given by

tCPA = − posxvelx + posyvely√
vel2x + vel2y + 0.01

(2)

dCPA =
√

(posx + tCPAvel(x))2 + (posy + tCPAvely)2 (3)

where

pos = [posx posy]
T = [x(p) y(p)]T − [x(v) y(v)]T (4)

vel = [velx vely]
T = [v(p)x v(p)y ]T − [v(v)x v(v)y ]T (5)
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Figure 3. Qualitative Results

Then move from the time and range domain to the threat domain

θt(x
(p),x(v)) =



0, −tCPA < 0

1, 0 ≤ −tCPA ≤ t0
1 − 2( tCPA+t0

t2−t0
)2, t1 < −tCPA ≤ t1

2( tCPA+t2
t2−t0

)2, t1 < −tCPA ≤ t2

0, t2 < −tCPA

(6)

θd(x
(p),x(v)) =


1, dCPA ≤ d0
1 − 2(dCPA−d0

d2−d0
)2, d1 < dCPA ≤ d1

2(dCPA−d2
d2−d0

)2, d1 < dCPA ≤ d2

0, d2 < dCPA

(7)

where t0 < t1 < t2 and d0 < d1 < d2 are the points where the threat is equal to 1, 0.5
and 0. After mapping to the same domain, it is meaningful to aggregate them using a
weighted sum to the total threat:

θ(x(p),x(v)) =
K∑
j=1

mjθj(x
(p),x(v)) (8)

where mj is the weight of θj and
∑M

j=1mj = 1. For multi-target scenarios, the range
and time to CPA are considered between each people and vehicle. For example, there are
n people and m vehicles, the threat value t can be selected such that

t = arg max θ(x(pi),x(vj)) i = 1, . . . , n, j = 1, . . . ,m (9)

The foundation for building this model is that we regard the picture taken at a high
altitude as a top view of ground. The threat assessed not only based on the distance
between people and vehicle, but also according to the direction of relative speed and
relative motion. The same direction means that collisions will occur within a certain
period of time. The length of time is used to define the value of threat. and the opposite
direction means no collision. It will be demonstrate in the next section.

4. Experiment. In the following section, we demonstrate that the proposed system can
identify objects effectively and assess risk intelligently.

4.1. Accuracy and real-time. We train the network at the full 416 × 416 resolution
for 30 epochs on the COCO detection dataset. It detects an image in 29ms on a Nvidia
1080Ti GPU. It achieves good accuracy under real-time performance. Embedding our
trained model into our system directly, it can still predict good bounding boxes and
calssification in the live shot of the port. There are some results showing in Fig.3



458 J. L. Cui, Z. Wang, L. H. Ma, Z. M. Lu and H. L. Li

(a) (b)

(c) (d)

Figure 4. Threat evolution of considered trajectories

4.2. Assess reasonablely. The system gives meaningful alarms or push important pic-
tures on the video wall. This is done by defining the threat model. In the example, the
vehicles move along four trajectory in 2-dimensional space with a constant velocity. As
shown in Fig.4, subgraph (a) demonstrates a geometry of example.Trajectory 1,3,4: The
vehicles have constant velocity of [1,1] pixel/s. Trajectory 2: The vehicle has constant
velocity of [1,0] pixel/s. Other parameters of threat model are [t0 t1 t2] = [3 10 20] pixel/s
, [d0 d1 d2] = [0 30 60] pixel and equal weights m1 = m2 = 1/2. Subgraph (b) shows the
range threat of vehicle to people, the closer the distance, the greater the threat. Subgraph
(c) shows the time threat to people. The shorter the time required for the vehicle to reach
the position where people stand, the greater the threat. If the direction of displacement
is opposite to the direction of speed, it means that people and vechile won’t collide, so
the time threat would be 0. Subgraph (d) shows the weighted threat. The advantage of
this model is that reduce the effect of distance on the results. In other word, it is possible
to have different threat values at the same distance, for example, approaching people and
leaveing people. Obciously the vechile leaving people creates a smaller threat. Since the
threat value ranges from 0 to 1, the system can sort cameras or videos based on threat.
It is more efficient than manual selection when the number of cameras is large enough.

5. Conclusion. This paper proposes an efficient intelligent video surveillance system
based on object recognition and abnormal behavior detection. We use YOLOv3 for real-
time micro object detection, and threat-based method for assessing abnormal interactions
between people and vehicles. The system changes the expensive and inefficient situation
where human operators are assigned to monitor the video continuously to detect any
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suspicious activity. Now the system is responsible for extracting crucial information or
relevant scenes, and just presents the most necessary scenes to be monitored for operators.

Although the new system brings convenience to humans, it only analyzes the most
common anomalies. Our model for object detection can identify many categories, and we
haven’t play the full potential of the model. In addition, we will collect dataset from the
port, and train our model on it to improve recongnition accuracy. And properly reduce
the network layer to becomes a lighter model with better performance in terms of speed.
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