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Abstract. Occlusion can change the facial appearance significantly and seriously affect
facial feature extraction lead to reduce the accuracy of facial expression recognition. In
order to obtain better facial expression recognition performance, a double-channel convo-
lutional neural network model to occlusion is proposed. First, after the backbone network
based on the residual network feature extraction, the model is designed to include the oc-
clusion perception module and geometry-aware module. The occlusion perception module
can perceive the occlusion area, and the geometry-aware module can deeply explore the
relationship between facial components, the two modules have a synergistic effect to re-
duce the impact of occlusion and obtain clean features. Furthermore, since clean features
may lack some facial information, a contrastive loss is utilized to learn a similarity met-
ric for image pairs to make sure that the samples with the same expression have similar
representations, and at the same time, those with different expressions are far away in
the feature space. Finally, a large number of experiments have been carried on two public
facial expression datasets (CK+, RAF-DB) for facial occlusion synthesis and the field
dataset (SFEW). The results show that the proposed method is significantly better than
the traditional convolutional neural network model.
Keywords: face expression recognition; occlusion robust; double-channel; measure ex-
pression; residual network;

1. Introduction. In recent years, with the rapid development of information technol-
ogy and the wide application of computers, facial expression recognition in images has
attracted more and more attention [1, 2]. Facial expressions, as a non-verbal means to
effectively convey emotional states and intentions in human communication, are also of
great value in scientific research. Typical applications include driving fatigue detection [3],
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emotion analysis, medical diagnosis [4], public safety, and other fields [5]. This technol-
ogy has been widely studied by scholars due to its extremely high use value and research
significance. For real-world applications of facial expression recognition, how to deal with
the effects of uncontrolled lighting, different postures and occlusion are crucial.

Face expression recognition (FER) is to design a model that can automatically and
accurately identify the categories of facial expressions contained in a face image or face
video sequences. Most of the early studies on facial expression recognition are data sets
collected in the experimental environment. The samples collected are all standard pos-
itive faces, such as CK+ [6], MMI [7], Jaffe [8] datasets. But to use the technology in
real-world Settings, researchers collected large data sets of unconstrained faces in natural
environments, such as RAF-DB [9], AffectNet [10], SFEW [11] datasets. A large number
of facial expression images provide data support for the algorithm, which greatly promotes
the development of facial expression analysis. However, in real scenes, facial occlusion and
non-frontal head posture are the two main problems, making facial expression recogni-
tion still challenging, because these problems can lead to significant changes in facial
appearance, and the occlusion objects and occlusion locations are uncertain. Occlusion
can interfere with the extraction of facial expression features and affect the accuracy of
facial expression recognition. Researchers believe that a truly robust recognition method
should be able to solve the problem of facial expression recognition under occlusion.

Early studies on the occlusion of facial expressions mainly conducted partial occlu-
sion processing on datasets in the laboratory environment and used traditional machine
learning algorithms to conduct research. For example, blocking blocks are added to the
key parts of the face in CK+ and JAFF datasets to study which areas are the most im-
portant for human perception of facial expressions [12]. Based on the analysis of Gabor
features, Kotsia et al. found that, compared with other parts, shielding the mouth and
eyes has a greater impact on facial expression recognition. Batista et al. [13] proposed a
new classification method to accurately recognize the facial expression categories under
obscuration, namely sparse representation classifier (SRC). The face image was divided
into equal-sized regions, and then the SRC was used to classify the facial expressions in
each region. Happy and Routray [14] extracted several significant facial areas by using
face marker points, and used the appearance features of the selected facial areas for ex-
pression recognition. Wright et al. [15] reconstructed the occluded area of the face by
applying robust principal component analysis and used the reconstructed face to carry
out expression recognition. With the collection of large-scale data, the use of the convo-
lutional neural network to improve facial expression recognition is gradually increasing.
Batista et al. designed a multi-task convolutional network based on facial region to solve
the self-occlusion problem caused by the change of head posture. Subsequently, local and
global methods have been widely used in facial expression recognition.

In view of the problem that some areas of the face are blocked, resulting in the lack
of key expression features, thus affecting the accuracy of facial expression recognition,
facial expression can be judged according to the symmetrical area of the face or other
highly related facial areas. It is impractical to explicitly remove occlusion because oc-
clusion in a real scene is difficult to detect. We can first determine the occlusion area,
filter the occlusion features, minimize the influence of occlusion, and give higher weight
to the un-occlusion area of the face, so as to improve the accuracy of the facial expression
recognition task. Based on the above analysis, a twin convolutional neural network model
with perceptual occlusion and reduced occlusion effect is proposed in this paper. The
model mainly includes the geometric relation module and occlusion perception module.
Humans recognize facial expressions based on certain areas of the face. The geometric
relationship module can mine geometric features of the face (such as symmetry, proximity,
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and positional relationship), and recognize facial expressions by using the relationship be-
tween five facial components when the face is incomplete. The occlusion sensing module
can automatically perceive the occluded face area, filter the occlusion features, output
a clean weight probability map, and combine with the geometric feature module to get
the face feature map without the influence of occlusion and concentrate the weight in the
barrier-free area of the face image. The main framework of this paper adopts the Siamese
Network [16] to map the expressions into the feature space, shorten the intra-class dis-
tance between the same expressions and extend the inter-class distance between different
expressions, to reduce the intra-expression difference and increase the inter-expression
difference. Even in the case of incomplete facial organs, the accuracy of expression clas-
sification can be improved according to the remaining features retained. Because there
is no mature and open occlusion facial expression data set at present, this paper does
occlusion synthesis processing on the open datasets.

The work of this paper is as follows:
(1) A new occlusion adaptive deep double-channel network is proposed to solve the

problem that partial occlusion affects the accuracy of facial expression recognition. The
double-channel model is applied to the image classification method to assist facial expres-
sion recognition in the absence of features.

(2) An occlusion perception module is proposed, which can automatically perceive the
occlusion area of the face by using only a small amount of convolutional layers to provide
prior knowledge for subsequent filtering of occlusion features;

(3) A novel face geometric feature extraction module is proposed. The combination
of occlusion perception module and face geometric feature module can obtain clean face
feature representation, which greatly eliminates the influence of occlusion.

2. Related work.

2.1. Network structure. Deep learning is a sub-field of machine learning, which uses a
hierarchical architecture to learn high-level abstract features in data. A convolutional neu-
ral network (CNN) is a deep learning method. The early CNN was introduced by LeCun
in the 1980s, and the basic neural network architecture was convolution and subsam-
pling. With the continuous development of neural networks, deeper CNN architectures
are being developed to handle larger image sizes and more complex pattern recognition
problems. In 2012, Krizhevsky et al. [17] achieved great success in the ImageNet clas-
sification challenge competition. Since then, deep learning methods have been widely
applied to computer vision problems such as facial expression recognition [18], face de-
tection, biomedical image analysis, image classification, age estimation, target detection,
face component segmentation, etc. And the performance of these applications can be
greatly improved.

The CNN structure consists of a convolutional layer, an activation layer, a pooling layer,
and a fully connected layer. The convolution layer, which convolves their inputs with a set
of learned filters and generates feature maps, is usually followed by a non-linear activation
layer. The pooling layer reduces the space size of their input, reduces parameters and
computation, and controls overfitting. The full connection layer connects all the activa-
tion layers of the upper layer and performs classification tasks in the network. The deep
model is designed as an end-to-end learning approach, leveraging powerful hierarchies and
thousands or millions of network parameters to learn features and classification capabili-
ties, such as 16 and 19 layers for VGGNets and 22 layers for GoogleNets. Nowadays, the
research of neural networks is deeper and deeper, with the deepening of network depth,
the performance of the model will increase to a certain extent, but He et al. [19] found in
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the experiment, the network layer increases to a certain extent, accuracy of the network
will be saturated, can appear even gradient disappeared and gradient explosion problem,
leading to more training. Therefore, He et al. proposed the residuals convolutional neural
network. Even though the maximum number of network layers is as high as 152 layers,
jump structures are added to the convolutional network to realize identity mapping and
improve accuracy. For a heap base structure, when the input is x, the learned feature is
denoted as H(x), and the residuals F (x) actually learned is:

F (x) = H(x)− x (1)

The original learning features is F (x) + x, since the actual residual will not be 0, it is
easier to learn the residual than the original feature, so it has better performance.

2.2. Facial expression recognition. Facial expression recognition has always been a
challenging problem in the field of sentiment analysis. In essence, it is a multi-classification
problem, that is, facial image or video frame is divided into independent expression cat-
egories. In recent years, many studies have focused on facial expression recognition from
static images. The existing methods can be divided into shallow methods and deep
struct-based methods. Facial expression recognition system mainly includes three stages:
preprocessing, feature extraction, and expression recognition. Preprocessing can help to
extract high-quality features, including face detection, face alignment, image normaliza-
tion, and other steps. In face detection, some face detectors, such as MTCNN [20] and
Dlib [21], are used to locate faces in complex scenes, and face expression images without
background influence can be obtained by clipping the located faces.

Facial expression feature extraction is the most important part of the facial expression
recognition system. In recent years, researchers have designed a variety of methods to cap-
ture facial geometric features and appearance features caused by facial expressions, which
are mainly divided into traditional manual feature extraction methods and deep learning-
based feature extraction methods. For traditional manual methods, typical features are
usually extracted by geometric relations between facial organs or landmark points, mainly
including extraction based on local texture features, such as SIFT, HOG, LBP. Shan and
Gong et al. [22] improved the performance of facial expression recognition by enhancing
LBP features. To improve the comprehensive representation ability, Majumder et al. [23],
fused the features of different types before classification. Although the traditional ma-
chine learning algorithm improves the accuracy of recognition to a certain extent, these
features only have a good performance in a specific environment, with poor generalization
ability and low robustness. The experimental results show that the convolutional neural
network has better facial expression recognition performance and generalization ability
than the traditional method. Tang et al. used a deep convolutional neural network to win
the FER2013 challenge. Liu et al. [24] proposed a CNN architecture based on facial action
units for expression recognition. Xie et al. [25] proposed to solve the problem of facial
expression recognition by using deep comprehensive multi-chip aggregation convolutional
neural network. Finally, the purpose of expression classification is to judge the similarity
between the features of the test image and a certain type of expression features in the
training set, and select the type with the greatest similarity as the output result. Support
vector machines and classification based on sparse representation are two popular tradi-
tional machine learning methods, or classification using Softmax layer at the last layer of
neural network.

In the real environment, the facial area is easily blocked by objects such as scarves, hats,
and glasses, which seriously affects the accuracy of expression recognition. Compared with
the experimental environment, there are few studies on facial expression recognition in the
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real environment. Since facial expressions are mainly concentrated in five facial regions,
an attention mechanism is widely applied in facial expression recognition to better locate
the parts related to facial expressions. Sun et al. [26] combined shallow features with
deep features and added an attention mechanism, proposed a deep integration model
of attention, and verified the effectiveness of added attention mechanism on multiple
data sets. To improve the expression recognition rate under the natural environment
data set, Literature [27] proposed the loss of deep attention center by improving the loss
function and integrating the attention mechanism, to realize the adaptive selection of
important feature element subset. Li et al. [28] and Wang et al. [29] also adopted the
method of adding attention mechanism to deal with the occlusion problem, adaptively
adjusting the importance of various parts of the face and focusing more on the unoccluded
facial expression area, to extract effective features for expression recognition. Although
this method pays higher attention to more important features, damaged features not
only affect the current position, but may contaminate the remaining unshaded parts as
features are extracted. Lu et al. [30] repaired the damaged face images by GAN and then
extracted the features. However, the restoration of face images requires a priori knowledge
of occlusion, such as the precise location of the occlusion. Therefore, the method to repair
the occlusion position does not applicable to facial expression recognition with arbitrary
occlusion.

3. Double-channel network model with robust occlusion.

3.1. Framework outlined. A double-channel convolutional neural network model with
robust occlusion is proposed for partial occlusion facial expression recognition. To solve
the occlusion problem effectively, the last residual unit of ResNet-50 is modified into the
occlusion adaptive module proposed in this paper. The overall framework is shown in
Figure 1. Many existing deep learning methods usually only use single-channel CNN,
which is inspired by [31], different from the traditional convolutional network structure,
we propose two images are input into the network at the same time, and two networks
are established for training. The backbone networks used by the two networks are the
same, and the weight sharing is realized. The specific structure is shown in Figure 2. The
network module is composed of the geometry-aware module and occlusion perception
module, and it mainly has three branches. Firstly, the feature map from previous residual
learning blocks is fed into the geometry-aware module and occlusion perception module,
and the geometric relation information and occlusion probability matrix of the face are
obtained respectively. Then, the output of the two modules is combined into the full
connection layer, and the final expression classification result can be obtained by the
Softmax classifier. The network optimizes the whole model jointly through cross-entropy
loss and contrastive loss of the two networks.

3.2. Geometry-aware module. Element addition and element multiplication are com-
mon methods for aggregating multiple output features. In the residual network, the
connection of the residual blocks adopts the element addition method, and the element
multiplication rule is used to estimate the multiple expressions of the feature mapping.
Both of these two methods are convolutional local calculation, ignoring the spatial re-
lationship of features, and they are in no order. The matrix cross product calculation
proposed in this module is a non-local operation, which can obtain the response at a cer-
tain position by calculating the weighted sum of the row and column features in the input
feature map. Wang et al. [32] indicated that the traditional convolution operation can
only simulate the relationship between local neighborhoods. Although the dependency
relationship of each position of an image can be obtained through repeated convolution,
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Figure 1. Overall model framework

Figure 2. Facial expression recognition network structure based on occlu-
sion perception

the computational efficiency is low. However, due to the highly dependent relationship
between the different facial features, when the face is partially obscured, an expression can
be judged based on the asymmetrical part of the face or other highly related facial areas.
Zhu et al. [33] proposed to use the cross-product of two matrices to obtain the correlation
between feature channels and to mine the features of facial geometric relations. Inspired
by their work, we propose a geometrical relation module, which uses the cross-product of
the matrix to capture the geometrical relation between five senses.

As shown in Figure 2, the geometry-aware module consists of two branches, which are
OA and OB. In order to obtain multi-scale features, OA and OB select different sizes of
convolutional layer filter sizes, where the convolutional layer filter sizes are 1 ∗ 1, 5 ∗ 5
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and 1 ∗ 1, 3 ∗ 3 respectively. These two branches will go through the BN layer and
ReLU nonlinear activation function after each processing of a convolution layer, in which
the 1*1 convolution layer can increase the nonlinearity of the decision function without
affecting the receptive field of the convolution layer. In Figure 2, the output features of
the two branches are multiplied, and geometric feature mapping is formed through the
matrix cross product of the corresponding channel, so as to realize the coding of geometric
relations between different facial components. Finally, the geometric feature mapping is
input into the 1 ∗ 1 convolution layer to obtain the final geometric representation, which
can be expressed as:

f(xi) = fTAfB (2)

fTA represents the output characteristics of the branch OA, and OB represents the output
characteristics of the branch OB. The Figure 3 is a schematic diagram of the matrix cross
product.

Figure 3. Matrix outer product

3.3. occlusion perception module. In the training stage of the model, the occluded
face area is easy to interfere with feature extraction, and the errors generated will pollute
the unoccluded area, resulting in the failure of convergence. In order to reduce the
sensitivity to occlusion, the occlusion perception module proposed can adaptively identify
the occlusion region in the image, and then filter the features of the occlusion region. All
the images input to the network are preprocessed to detect the coordinates of face key
points and realize face alignment. All the images input to the network are preprocessed to
detect the coordinates of face key points and realize face alignment. As shown in Figure
3, the aligned face image is divided into N ∗ N non-overlapping regions, represented as
{bi}N∗N

i=1 , with the purpose of detecting the probability of each region being occluded. In
this paper N is set to 7 according to the size of the input image, so that the key points
of the facial features can have appropriate corresponding relationship with the location
of each region.

The OC branch contains 2 convolution layers, 2 pooling layers and a logistic regression
function. The same size as the convolution layer filter of the OB branch is 1 ∗ 1 and
3 ∗ 3, when the input image is I, the occlusion perception module outputs the occlusion
probability matrix Mθ , which can be expressed as:

Mθ = σ(g(Ω : I)) (3)

Where g(.) is the convolution operation, Ω represents all parameters after the convolution
operation, and σ represents the sigmoid function.

The occlusion judgment will be realized by setting a threshold value. If the occlusion
probability of the bi region is greater than the threshold value α, it will be identified as
occlusion, and the occlusion function mi will be determined to be the specific element
value of the Mθ matrix. The ideal result can be expressed as a classification function:

mi =

{
1
0

if occ < α
else

(4)
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Where occ represents the occlusion ratio of the region, 1 represents the occlusion ratio
is less than α, and Mθ represents the occlusion ratio is greater than the threshold. In the
optimization process, the occlusion probability matrix Mθ is sparse by L1 regularization.

The occlusion probability matrix Mθ is integrated into the output features of the
geometric-aware module through element multiplication, finally, a clean feature repre-
sentation of the whole face can be obtained (the weighted feature mapping of the output
features). It can be expressed as:

f̃(xj) = Mθf(xj) (5)

Since the result of the multiplication of the two modules will weaken the output of the
geometric relation module, the output of the geometric relation module and the result of
the multiplication of the two modules can be expressed as:

F (xj) = f̃(xj) + f(xj) = Mθf(xj) + f(xj) (6)

3.4. Emotional similarity measurement. Mehdipour et al. [34] indicated that if a
large number of occlusion face images were not specially trained, occlusion would lead
to larger in-class differences in feature space and higher similarity between classes, which
would seriously affect the work of deep convolutional neural network model. Inspired by
this, we construct an expression recognition framework composed of two identical CNNs,
as shown in Figure 1. Two cross-entropy losses and one contrastive loss are used to learn
the expression of facial expression recognition. Using the given expression classification
tag, the cross-entropy loss function is used at the end of each network to calculate the
classification error and is used to fine-tune the parameters of the lower layer. In addition,
the contrastive loss is used to learn the similarity measurement of image pairs to ensure
that the samples with the same classification have similar representations, and the samples
with different representations are far away in the feature space. Contrastive loss between
double-channel is a powerful tool to measure the similarity between images, but it needs
some changes to be used as an efficient classifier. In this framework, training datasets
need to be processed. Firstly, a reference image is selected as the benchmark in each
expression category (face image without no occlusion), and then the dataset is divided
into two pairs of positive sample pairs, in which the positive sample pair includes the
benchmark image and other samples of the same category, while the negative sample pair
includes the benchmark image and other samples of different categories. At this point,
the training set can be expressed as {[xi, yi]}ni=1, yi ∈ {1, 2, ..., P} where P is the number
of categories of facial expressions and represents the corresponding labels. Positive and
negative sample pairs are randomly selected from the training set, and the label of the
sample pair can be obtained by the following formula:

l([xi, xj]) =

{
1, yi = yj
0, yi 6= yj

(7)

where l represents the sample pair label.
m1,i andm2,i are the one-dimensional eigenvectors of the double-channel. By calculating

the Euclidean distance between m1,i and m2,i, the similarity of the two branches can be
measured:

d = ‖m1,i −m2,i‖22 (8)

Then, the similarity between the two eigenvectors is calculated by sigmoid:

s = σ

(∑
j

αjd
(j)

)
(9)
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In the above formula, αj measures the importance of each d is represented as d(j), and
the output is between 0 and 1. As shown in Figure 4, in the feature space, the distance
between positive sample pairs is represented by d2 to shorten the feature distance between
the same classes, while the distance between negative sample pairs is represented by d1

to push the feature distance between different classes.

Figure 4. The distance between different expressions in the feature space

The contrastive loss between two channels can be expressed as:

Lco =
N∑
i=1

L(yi, f(xi), f(xj))

= yi
2
·D(f(xi), f(xj)) + 1−yi

2
·max(0, γ −D(f(xi), f(xj)))

(10)

where N represents the total number of input samples, yi represents whether the input
samples are of the same category, positive samples are compared to yi = 1, negative
samples are compared to yi = 0, where γ is a threshold value set. Only Euclidian distance
between 0 ∼ γ is considered. When the distance exceeds γ, the loss is regarded as 0.

At the end of the network, the softmax classifier is connected after the full connection
layer. It maps the output of the previous layer to the expression class and normalizes the
probability to 1, making it easier for data processing. The formula is as follows:

yj =
ezj∑
i e
zi

(11)

Each element of Equation (11) corresponds to a unique expression class. The class with
the largest element value is regarded as the prediction class, and the whole network is
optimized by cross-entropy loss. The calculation formula is as follows:

Lcls(yi, yj) = −
n∑
i=1

yi log yj (12)

where yi is the prediction label, yj is the true label, and n represents the total number
of categories.

The total loss. The overall loss function of the model proposed in this paper can be
expressed as:

L = λ1Lco + λ2L
1
cls + λ3L

2
cls (13)
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λ1, λ2 and λ3 are the weights of expression similarity loss and expression classification
loss respectively. All relevant parameters of the method are updated by the stochastic
gradient descent method (SGD) through back propagation. In the test, only one branch
of the network was required to give the results.

Table 1. Detailed setup of experimental dataset

Database CK+ RAF-DB SFEW
Attribute training testing training testing training testing

Happy 75 9 5136 1306 198 73
Sad 225 24 2471 506 172 73

Surprise 48 6 1301 308 96 57
Fear 189 21 297 69 98 47

Disgust 66 9 754 152 66 23
Angry 123 12 741 164 178 77
Nature 0 0 2607 677 150 86

Contempt 159 8 0 0 0 0
Total 885 89 13307 3182 958 436

4. Experimental process.

4.1. Datasets. Experiments were conducted on three public datasets, namely CK+,
RAF-DB and SFEW datasets, to demonstrate the effectiveness of the proposed method.
CK+ is the dataset in the experimental environment, RAF-DB and SFEW are the datasets
in the real scene.

(1) The CK+ dataset consists of 593 video sequences taken by 123 people, in which
face images are controlled by the lab. The video sequences lasted from about 10 to 60
frames, and 327 of the 593 sequences were labeled with emotions, and each was classified
into one of seven emotional categories: anger, contempt, disgust, fear, happy, sadness,
and surprise. Each image sequence changes from neutral at the beginning to a peak. We
mainly choose the last three frames of each sequence are selected to compose the training
and test sets.

(2) RAF-DB dataset of 29,672 diverse face images downloaded from the Internet. Dif-
ferent from the collection in CK+ experimental environment, RAF-DB is a real-world
emotional dataset. Each image has about 40 independent labels, which combines facial
expression features such as race, gender, head posture, age, and illumination. Firstly, the
dataset was manually labeled and then screened, and the samples were set as 7 basic af-
fective labels and 11 compound effective labels. We only used images with basic emotions
were used, and 16,489 images with expression classification labels were selected for the
experiment, of which 13,307 were taken as training samples and 3,182 were taken as test
samples.

(3) SFEW is a field static facial expression dataset consisting of 1,766 images, including
958 for training, 436 for validation, and 327 for testing. There are seven expression
categories in the dataset: anger, disgust, fear, neutral, happy, sad, and surprised. We
selected 958 images as training samples, and 436 images were verified. Table 1 shows the
details of the dataset selected for this article.

(4) Facial occlusion dataset. For unoccluded facial expression recognition, there are
mature and open experimental datasets, but almost no mature and standard datasets for
researchers to conduct facial expression recognition research on facial occlusion. There-
fore, we decided to use images from CK+ and RAF-DB datasets as prototypes to simulate
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occlusion. In real life, the face is easy to be mask, scarf, sunglasses and so on articles
for daily use, this paper collected about 300 cartoon images from the Internet, such as
glass, glasses, masks, hair, mobile phone, etc., used to generate the shade facial occluder
device, through at different positions of the facial expression image randomly add cartoon
image to simulate the face cover. The changes of the data set after simulated occlusion
are shown in Figure 5. The case that the occlusion exceeds 50% of the face area is not
considered, because the facial features are basically covered, and the occlusion filled is of
little significance. One half of the original dataset is selected to synthesizing the occluded
image, and then the other half of the unoccluded image is mixed and combined to form the
processed dataset. The processed datasets are OCC-CK+ and OCC-RAF-DB datasets.
Since SFEW is collected in a real scene, it is more challenging, so occlusion is no longer
done.

Figure 5. The distance between different expressions in the feature space

4.2. Preprocessing. An image contains not only the face, but also the background,
as well as the attitude and other interference factors. At the same time, to ensure the
consistency of the face size and position, the image in the dataset needs to be preprocessed
first. The main steps include face detection, face alignment and image size normalization.
In this paper, MTCNN algorithm is used for face detection and face alignment. After the
standard face image is obtained, the image is cut and scaled to the size.

It may not be enough to use a limited number of images in the facial expression dataset
to learn the depth model. To reduce the possibility of overfitting, data enhancement is
used to train the convolution model. The images in the data set are randomly cut into
size, and the cut images are randomly mirrored before being sent into training. In the test
stage, we cut the corners and the center of the image, and then do the mirroring operation,
which can expand the database by 10 times. Finally, the probability value obtained is
averaged, and the maximum output classification is the corresponding expression. This
method can effectively reduce the classification error of expression.

4.3. Implementation details. The model proposed in this paper is based on the Py-
Torch framework and runs on Windows10 operating system, and NVIDIA Quadro RTX
6000 GPU is used for experiments. In the experiment, the SGD method was used for the
overall optimization of the model. The initial learning rate was set as 0.01, the momentum
was set as 0.9, and the weight attenuation was set as 0.0005. During the training phase,
the batch size is set to 64. For CK+ dataset, the learning rate is multiplied by 0.1 after
each iteration of 500 times, and the total number of training is set to 1000. For RAF-DB
and SFEW datasets, the learning rate is multiplied by 0.1 after each iteration of 5000
times, and the total number of iterations is set to 100,000. In the combined training of
contrastive loss and facial expression classification loss, λ1 is set to 2, λ2 and λ3 is set to
1 according to experience [35].
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4.4. Experimental Results.

4.4.1. Occlusion threshold analysis. Different values are set for verification on the three
datasets, among which CK+ and RAF-DB are the processed occlusion datasets, and the
values set are 0.3, 0.4, 0.5, 0.6, 0.7 respectively. The results are shown in the Figure 6.
In the three datasets, 0.5 is better than other values, so the α value is set to 0.5.

Figure 6. Evaluations of α weight on different datasets

4.4.2. Based on CK+ dataset experiments. The CK+ dataset is further divided into eight
subsets, where the categories in any two subsets are mutually exclusive. Eight cross-
validation strategies were then adopted, in each run, data from 6 subsets were used for
training, and data from the remaining two subsets were used for validation and testing
respectively. The final identification result is the average of eight verifications. The
average recognition rate of this model in the OCC-CK+ dataset reaches 93.21%. Table 2
shows the results of confusion matrix, which describes in detail the recognition accuracy
of each expression and the proportion of being misclassified as other expressions, where
the diagonal term represents the recognition accuracy of each expression. As can be seen,
except for disgust and contempt, the recognition rate of all other expressions is above
90 percent, but disgust and contempt are relatively low. The reason is that the range
of happy, angry and other emotional expressions is relatively large, which is easier to
identify. Even in the case of partial facial shielding, there is still a good recognition
accuracy. Fear and surprise, both of which have similar expressions, such as the mouth
and eyes opening wide. Table 3 shows the comparative evaluation results of CK+ dataset
experiments. The experimental results of the proposed model are compared with the
widely used basic classification models, AlexNet, VGG-16 and ResNet-50, respectively,
and the results before and after processing occlusion on CK+ dataset are shown. The
experimental environment and parameter design of the basic classification model are all
the same as this model. It can be seen that AlexNet, VGG-16 and ResNet-50 have a good
classification effect on the unoccluded CK+ dataset, reaching more than 92%. However,
for the OCC-CK+ dataset, the overall recognition rate decreases by 4%∼5%. Compared
with these classification models, the recognition rate before and after occlusion decreases
by 4.15%. At the same time, Table 3 compares the recognition results between the single-
channel model and the double-channel model. It can be found that the single-channel
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Table 2. Facial expression recognition confusion matrix based on OCC-
CK+ database

Expression
Expression

Angry Disgust Fear Happy Sad Surprise Contempt
Angry 0.92 0 0.02 0 0.05 0.01 0
Disgust 0 0.81 0.13 0 0.01 0.02 0.03

Fear 0 0 0.95 0.02 0 0.01 0
Happy 0 0 0.01 0.99 0 0 0

Sad 0.03 0.01 0.02 0 0.93 0 0.01
Surprise 0 0 0.01 0 0.01 0.97 0.01

Contempt 0.04 0 0 0.01 0.03 0.06 0.86

Table 3. Comparison results of different methods based on CK+ database

Method CK+ OCC-CK+
AlexNet [36] 94.40% 90.22%
VGG-16 [37] 92.05% 87.59%
ResNet50 [19] 92.12% 88.16%
Single-model 96.58% 92.69%
Double-model 97.36% 93.21%

Table 4. Facial expression recognition confusion matrix based on OCC-
RAF-DB database

Expression
Expression

Angry Disgust Fear Happy Sad Surprise Nature
Angry 0.81 0.03 0.02 0.04 0.06 0.03 0.02
Disgust 0.06 0.59 0.01 0.07 0.10 0.14 0.03

Fear 0.02 0.05 0.52 0.03 0.04 0.12 0.23
Happy 0.01 0.02 0.01 0.89 0.04 0.02 0.01

Sad 0.01 0.02 0.00 0.04 0.83 0.07 0.03
Surprise 0.01 0.01 0.02 0.03 0.04 0.85 0.03
Nature 0.03 0.04 0.01 0.03 0.03 0.02 0.84

model is obviously a little lower than the double-channel model in accuracy. In addition,
the recognition rate of this model on OCC-CK+ is higher than that of other classification
models on CK+ datasets, which fully proves the robustness of the double-channel model
proposed in this paper to occlusion.

4.4.3. Based on RAF-DB dataset experiments. In order to study the classification perfor-
mance of each expression category on the OCC-RAF-DB dataset, the confusion matrix
of this model is shown in Table 4. The average recognition result of this model on the
OCC-RAF-DB dataset reaches 78.85%, which obviously achieves the highest and lowest
classification accuracy in the categories of happy and fear respectively. In addition to
fear and disgust, which had the lowest recognition rate, the recognition rate of the other
five categories of facial expressions reached more than 80 percent. This is because these
facial expressions have well-defined regional features, such as ”upturning of the corners
of the mouth” and ”elevating of the cheeks.” Confusing categories of expressions include
fear versus natural, disgust versus anger. Table 5 shows the experimental comparative
evaluation results in the RAF-DB dataset. The recognition rates of the two modes of
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Table 5. Comparison results of different methods based on RAF-DB database

Method RAF-DB+ OCC-RAF-DB
AlexNet [36] 77.48% 73.71%
VGG-16 [37] 80.96% 75.26%
ResNet50 [19] 82.83% 76.40%
gACNN [28] 85.07% 80.54%
OADN [38] 87.16% -

PG-CNN [39] 83.27% -
ATL [40] 84.50% -

Single-Channel 83.32% 78.12%
Double-Channel 84.47% 78.85%

Table 6. Facial expression recognition confusion matrix based on SFEW database

Expression
Expression

Angry Disgust Fear Happy Sad Surprise Nature
Angry 0.7 0.04 0.07 0.02 0.03 0.08 0.04
Disgust 0.01 0.54 0.05 0.06 0.04 0.09 0.21

Fear 0.2 0.05 0.43 0.02 0.07 0.22 0.01
Happy 0.01 0.03 0.02 0.71 0.03 0.15 0.05

Sad 0 0.03 0.2 0.06 0.46 0.11 0.14
Surprise 0.05 0.08 0.17 0.15 0.01 0.51 0.03
Nature 0.04 0.13 0.01 0.05 0.08 0.1 0.59

this model, the single-channel model and the double-channel model, reached 83.32% and
84.47% in the dataset without occlusion processing, which better than most of the models
compared, except gACNN and OADN. This is because OADN explicitly uses the face key
point information to suppress the noise information of the occluded region, while gACNN
uses the attention mechanism to focus on the more discriminative unoccluded region and
combines the local information with the global information, and its recognition accuracy
is better than the current extensive model. For OCC-RAF-DB dataset after occlusion
processing, the recognition rates of all models are significantly reduced, with an average
decrease of 5%∼6%. Both the original dataset and the occluded dataset, the performance
of double-channel model is better than that of single-channel model.

4.4.4. Based on SFEW dataset experiments. SFEW dataset is created by the field static
facial expressions, which contains a large number of occluded and multi-pose facial ex-
pressions images, so the facial expression recognition results are generally low, and the
occlusion processing is not done in this paper. The average recognition result of this
model on SFEW datasets is 56.83%. Table 6 is the confusion matrix of expression recog-
nition in this model, the expression with the highest recognition result is happy, followed
by angry. Happy has a high recognition rate in the results of these datasets. The recog-
nition rate of the other expressions was significantly lower, among which the recognition
rate of fear was the lowest, only 43%, and the error rate of anger and surprise was higher,
reaching 22%. Although the recognition rate of expression except for anger and happiness
is significantly reduced, it is still around 50%, and the overall recognition rate is at an
average level, indicating that this model has certain fault-tolerant ability and stability.
To further evaluate the advantages of this model, a comparison was made between the
basic classification model and the model of [41]. It can be seen from Table 7 that the
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Table 7. Comparison results of different methods based on SFEW database

Method SFEW
AlexNet [36] 51.59%
VGG-16 [37] 53.13%
ResNet50 [19] 56.07%
Meng et.al [41] 54.30%
Single-model 55.79%
Double-model 56.83%

results of the double-channel model are both better than the recognition rate of the other
models. Both the single-channel model and the double-channel model proposed in this
paper are higher than their recognition rates, which proves that the proposed occlusion
suppression method achieves good results and can reduce the influence of occlusion to a
certain extent.

4.4.5. Contrast experiment of changing occlusion area and position. In order to study the
influence of occlusion on facial expression recognition from many aspects, we will change
the location and area of occlusion to conduct experiments.

Fix the occlusion position, select the left eye, right eye, nose and mouth for occlusion,
and the area of the occlusion object is within 12*12, which is about a quarter of the size
of the image. CK+ dataset is selected for occlusion processing. Three models, namely
double-channel model, single-channel model and Resnet50, are used for comparison. As
can be seen from Figure 7, among the three models, the double-channel model has the
highest recognition rate no matter which part of the occlusion is, and the occlusion of the
nose has the least impact on expression recognition, while the occlusion of the mouth has
the largest impact. The most important facial area for facial expression is the mouth,
followed by the eyes.

Figure 7. The recognition rate under different occlusion parts

For different occlusion areas, the occlusion ratio of 10%∼70% is selected respectively for
the comparative experiment, and the occlusion ratio of more than 80% is not considered,
because the occlusion area is too large and the facial information was too small. Similarly,
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CK+ dataset is selected for occlusion processing in the comparison of double-channel
model, single-channel model and ResNet50 model. As can be seen from Figure 8, the
recognition rate gradually decreases with the increase of the covered area. When the
covered area exceeds 50% of the face area, the recognition rate drops sharply. The double-
channel model has the best expression recognition effect among the three models.

Figure 8. The recognition under different occlusion intensities

5. Conclusion. In order to reduce the impact of occlusion error on facial expression
recognition, we propose a double-channel convolution model with occlusion robust. Clean
facial features can be extracted through the geometry-aware module and the occlusion per-
ception module. The double-channel network framework is used to shorten the intra-class
distance of the same expression and assist expression recognition when the facial infor-
mation is incomplete. Through a number of comparative experiments on three datasets,
the results show that this model is better than the traditional classification model, but it
is difficult to deal with the problems of too large occlusion area and head posture change,
and the training time of this model is too long, the model is not light enough, and this
model needs to be improved constantly.
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