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Abstract. In this paper, we propose a novel secure communication design based on syn-
chronized multimode random key generators with chaos-based peak value coding (PVC).
First, the sliding mode control is introduced to solve the synchronization problem between
the master and slave chaotic systems. Then, integrating the randomness and butterfly
effect of the chaotic responses with the SHA3-256 (Secure Hash Algorithm 3) algorithm,
a dynamic fixed-length random key generator is implemented. Since the peak values of
the chaos responses cannot be predicted, the peak coding sequence will be random and
unpredictable. Therefore, the quality of random keys can be further promoted. According
to the NIST random number test and analysis, the quality of the random keys generated
by the multimode structure is better than that of a single chaotic system. Finally, to
illustrate the performance and feasibility of this proposed research, we apply synchronized
multimode random key generators to a secure communication system for manufacturing
machines to ensure the security of information transmission.
Keywords: Chaotic system; Synchronization; Chaos-based peak value coding(PVC);
Secure Hash Algorithm 3; Secure communication

1. Introduction. Due to the advancement of information and communication technol-
ogy, the transmission of data has become very popular and important. Inevitably, the
transmitted data will include personal privacy and industrial confidential information.
Therefore, how to protect the security of the transmitted data, especially in the big data
application, has become a very important issue [1, 2]. To solve this problem, this paper
aims to propose a design methodology of novel multimode chaotic random key genera-
tors which can provide high quality of random and unpredictable dynamical keys. The

21



22 J.J. Yan, W.Y. Chen, E.R. Chang

dynamic keys are generated by the combination of the synchronized multimode chaotic
dynamic states and SHA3-256 to greatly improve its security and make it difficult to
crack. In traditional cryptography, symmetric-key algorithms include DES (Data En-
cryption Standard), AES (Advanced Encryption Standard), RC5 (Rivest Cipher5), etc..
They all rely on the complexity of encryption algorithms and fixed keys to complete the
encryption and decryption of the data [3]. As the increase in computing speed of current
computers and the maturity of the quantum computers, quantum computing will easily be
realized by using Shor or Grover’s quantum computing algorithms [4, 5], and the complex
mathematical problems in the traditional cryptography will be easy solved by quantum
computers. In other words, all key cryptosystems will be at risk if quantum computers
have enough quantum bits in the future [6]. In addition, the key in symmetric encryption
also has the storage problem. If the private key is stolen by hackers, the cipher text will
be easily cracked. Therefore, in this paper, we propose the design of keys dynamically
updated to solve this problem. As well known, chaotic system is a complex nonlinear
system that produces a certain non-periodic and random-like motion. Because chaotic
motions are dynamic and unpredictable, a chaotic system can generate a large number
of random signals in a very short period of time. These chaos signals show random-like
behavior and sensitivity to initial values due to the butterfly effect, strange attractors
and other characteristics in chaotic systems. Therefore, chaotic systems have been widely
applied to data encryption [7-11]. In the past research literature [12, 13], this feature
has been successfully applied to symmetric encryption, and the master and slave chaotic
systems are established at the transmitter and receiver, respectively, and high-quality
dynamically updated keys can be designed to solve the shortcomings of key storage and
distribution in the traditional symmetric encryption. However, the encryption and de-
cryption system designed through the chaos random responses must be with the same
initial values. But when the state responses are disturbed and resulted in a very small
difference, due to the butterfly effect, such design methods will fail. To cope with this
problem, it is necessary to rely on chaotic synchronization control technology. Through
the synchronization controller, the butterfly effect between the master and slave chaotic
systems can be effectively suppressed, and the state trajectories of the master and slave
chaotic systems can be forced to synchronize and always generate the same random key to
complete the symmetric encryption and decryption process. In [14-18], the researchers of
chaotic cryptography have introduced the synchronization controller to improve the sta-
bility of encryption systems. But the structure is simple. When the mathematical model
and the synchronization controller are identified by intercepting the synchronization sig-
nal, the security might be cracked by a brute-force attack. Therefore, in this paper, we
aim to propose a multimode chaotic system architecture. Under this design, due to the
multimode design and the random effect of the peak code, the seeds for switching selected
modes can be dynamically updated to make brute force attacks infeasible. Furthermore,
since seeds of the peak coding sequences are random and unpredictable, the quality of
random numbers can be also promoted. According to the NIST random number test and
analysis, the quality of the random keys generated by the multimode chaotic system is
better than that of a single chaotic system.

In order to complete the design of this multimode chaotic random key generator and
the secure communication in the machine network, we firstly propose the sliding mode
controller to achieve the synchronization of the master-slave chaotic systems. With the
pioneering research of Pecora and Carroll [19], many effective control methods have been
proposed for chaos synchronization, such as adaptive control, fuzzy control, sliding mode
control and H∞ control, etc. Because the sliding mode control method is insensitive
to system parameters and external disturbances and has good robustness, this control
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approach will be used [20]. In the proposed multimode structure, the synchronized Henon
-Map chaotic system [21] and Lorenz-Stenflo chaotic system [22] are implemented. We
introduce multiple synchronized Henon -Map systems with different initial conditions
and combine with SHA3-256 [23] to generate a dynamic fixed length (256 bits) keys for
processing data encryption and decryption. Since the Lorenz-Stenflo system can generate
random peaks [24], we will collect unpredictable peaks and design a novel peak value
encoding controller (PVCC). By using this PVCC, we realize a multimode chaotic random
key generator and then apply it to secure communication. The experimental results
illustrate that the PVCC with unpredictable switching time sequence can be successfully
realized and applied to the secure communication systems with multimode structure.
In order to further verify the randomness quality of the dynamic key generated by our
multimode structure, we use the NIST SP 800-22 published by the National Institute of
Standards and Technology [25] to test the key sequence. The quantitative score in NIST
test are all passed and superior than those only with a single chaotic system. Finally,
through the experimental results in the circuit implementation with microcontroller chip,
it also shows the success and superiority of this design.

This paper was organized as follows. Section 2 formulated chaos synchronization and
the design of dynamic chaos-based random key generator. The synchronization controller
was proposed by using discrete sliding mode control. Numerical simulations were given to
illustrate the derived results. Section 3 introduced the structure of peak value coding con-
troller (PVCC) and the synchronization design of master-slave PVCCs. The performance
of PVCC-based multimode random key generators is analyzed. The secure communication
of machinery networks was implemented and verified in Section 4. Finally, conclusions
are presented in Section 5.

2. Design of synchronized dynamic chaos-based key generators. In order to solve
the problem of communication security caused by traditional static fixed keys, this re-
search adopts chaotic synchronization technology to not only prevent key information from
being exposed to public transmission channels but also provide dynamic keys for prompt-
ing the information security. Due to the chaos synchronization integrated with SHA256
algorithm, it can simultaneously provide the same and high-security dynamic random
keys at both transmitter and receiver. To complete the design of chaos synchronization in
our multimode architecture, we firstly introduce the master and slave Henon-Map chaotic
system to discuss, of course, the technology developed can be extended and applied to
different chaotic systems. Equations (1) and (2) are the mathematical models of the mas-
ter and slave Henon-Maps. Following the design approach in [14], we have
Master hyperchaotic Henon-Map:

x1(k + 1) = 1.76− x22(k)− 0.1x3(k)

x2(k + 1) = x1(k)

x3(k + 1) = x2(k)

(1)

Slave hyperchaotic Henon-Map:

y1(k + 1) = 1.76− y22(k)− 0.1y3(k) + u(k)

y2(k + 1) = y1(k)

y3(k + 1) = y2(k)

(2)

, where xi and yi, i = 1, 2, 3 are states of the master and slave Henon-Maps, respectively.
The control input u(k) in (2) is the controller designed later to guarantee the synchroniza-
tion between master and slave systems. To discuss the synchronization controller design,
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the error state is defined as

ei(k) = yi(k)− xi(k), i = 1, 2, 3 (3)

then we have the error dynamics as:

e1(k + 1) = x22(k)− y22(k)− 0.1e3(k) + u(k)

e2(k + 1) = e1(k)

e3(k + 1) = e2(k)

(4)

To complete the synchronization controller design, we introduce the sliding mode control
which includes the following steps Step1: we propose the switching function s(k) as

s(k) = e1(k) + c1e2(k) + c2e3(k) (5)

c1, c2 are designed parameters. Obviously, if we can design a controller u(k) (the controller
will be detailed in Step 2 below) to guarantee that s(k) = 0, it yields

e1(k) = −c1e2(k)− c2e3(k) (6)

By substituting e1(k) = −c1e2(k)− c2e3(k) into (4), we have

e1(k + 1) = x22(k)− y22(k)− 0.1e3(k) + u(k)

E(k + 1) =

[
e2 (k + 1)

e3 (k + 1)

]
=

[
−c1 −c2

1 0

]
•
[
e2 (k)

e3 (k)

]
= AE (k)

(7)

From (7), if c1, c2 are well selected such that eigenvalues of matrix A will be limited to the
identity circle, i.e., i.e,|λi(A)| < 1, then E(k) = [(e2(k) e3(k))]T can converge to zero.
Furthermore, e1(k) will also converge to zero since s(k) = 0.
Step2: We continue to design the synchronization controller to guarantee s(k) = 0. Form
(4) and (5), we have

s(k + 1)− s(k)

= x22(k)− y22(k)− 0.1e3(k) + c1e1(k) + c2e2(k)− e1(k)− c1e2(k)− c2e3(k)︸ ︷︷ ︸
f(k)

+u(k) (8)

Let
u(k) = −f(k) + αs(k) (9)

, it yields
s(k + 1)− s(k) = αs(k) (10)

From (10), s(k+1) = (α+1)s(k) can be derived. If we choose an appropriate α such that
|α+1| < 1, the error dynamic system will smoothly enter the sliding mode with s(k) = 0,
and from the above Step 1, the errors ei(k), i = 1, 2, 3 can surely converge to zero and the
synchronization design is completed.
In the actual application of secure communication, to reduce the exposure of information
in the public channel, the designed synchronization controller (9) is decomposed into
u(k) = F (um, us) = um + us, where

um = x22 + (1− c1)x1 + (c1 − c2)x2 + (c2 + 0.1)x3 − a(x1 + c1x2 + c2x3) (11)

us = −y22 + (c1 − 1)y1 + (c2 − c1)y2 − (c2 + 0.1)y3 + a(y1 + c1y2 + c2y3) (12)

Consequently, numerical simulation results are performed to verify the synchronization
design. For simulation, the initial conditions of master and slave systems are selected
as x1 = 1.19, x2 = 1.03, x3 = 0.34, y1 = 0.12, y2 = 0.11, y3 = 0.29 and the parameters
are selected as c1 = −0.5, c2 = 0.06, α = −0.5 ,then |λi(A)| = (0.3, 0.2). Obviously, the
conditions |λi(A)| < 1 and |α+ 1| < 1 are satisfied and the master and slave Henon-Maps
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can be synchronized. Figure 1 shows the dynamic error responses ei(k), i = 1, 2, 3. As
expected, under the control of u(k), the system is completely synchronized after k > 10.

Figure 1. The dynamic error responses

Figure 2. Synchronized chaos-based dynamic key generators and data
encryption and decryption

Figure 2 describes the design of synchronized chaos-based dynamic key generators and
the data encryption and decryption process. From Figure 2, we have placed the master
and slave chaotic systems on the client and server, respectively. Both the master and
slave Henon-Maps will generate random state responses and um, us, respectively. Then
the server combines the received synchronization signal um with the slave synchronization
signal us to obtain the synchronization controller u(k). Consequently, as discussed above,
the master and slave chaotic systems can be forced to synchronize with each other. After
synchronization, the synchronized chaotic random responses are inputted to the SHA-
256 hash algorithms on the client and server, respectively, as shown in Figure 3. Due
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to the butterfly effect of chaos and the avalanche effect of SHA-256 hash algorithms,
synchronized random and unpredictable dynamic keys can be obtained simultaneously
at the client and server. XOR is used in the encryption and decryption mechanism, as
shown in Figure 4. Because of the data transmission in the network environment, we use
TCP socket as the transmission protocol. We put the cipher-text and the synchronization
signal um in the data packet so that the data packet can be exchanged smoothly on the
client and server.

Figure 3. The dynamic key generator.

Figure 4. The encryption and decryption mechanism.

3. Design of synchronized multimode random number generators with chaotic
peak value coding. To further improve the randomness quality of the dynamic keys, we
propose a multimode architecture as shown in Figure 5. In Figure 5, we build a plurality
of chaotic key generators and design a peak value coding controller (PVCC) to randomly
switch the dynamic keys generated by different chaotic key generators. And by NIST
test analysis, it can conclude the randomness quality of dynamic keys generated with the
proposed multimode architecture is greatly improved.

Chaotic peak value coding is based on the random trajectory of chaotic systems. Due to
the characteristics of sensitivity to initial values (butterfly effect), it can generate random
signals with strange attractors that do not diverge or converge. Therefore, we utilize
this random property to design switching rules to achieve unpredictable switching timing
and increase the difficulty of cracking. Before formulating the chaotic peak value coding,
we introduce the synchronization of the Lorenz-Stenflo chaotic systems for producing
the same random peak coding sequences, so that the client and server can have the
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Figure 5. Examples of seven expressions

same switching timing to select the corresponding dynamic key generators. The following
describes the synchronization controller design of the master-slave Lorenz-Stenflo chaotic
systems [22].
Master hyperchaotic Lorenz-Stenflo system:

ẋ1 (t) = −ax1 (t) + ax2 (t) + λx3 (t)

ẋ2 (t) = −dx1 (t)− x2 (t)− x1 (t)x4 (t)

ẋ3 (t) = −cx1 (t)− x3 (t)

ẋ4 (t) = x1 (t)x2 (t)− bx4 (t)

(13)

Slave hyperchaotic Lorenz-Stenflo system:

ẏ1 (t) = −ay1 (t) + ay2 (t) + λy3 (t)

ẏ2 (t) = −dy1 (t)− y2 (t)− y1 (t) y4 (t)

ẏ3 (t) = −cy1 (t)− y3 (t)

ẏ4 (t) = y1 (t) y2 (t)− by4 (t)

(14)

According to [26], the continuous-time 4D LS hyper-chaotic systems (13) and (14) can be
discretized as:

xd (k + 1) = Gxd (k) +H

[−xd1 (k)xd4 (k)

xd1 (k)xd2 (k)

]
(15)

yd (k + 1) = Gyd (k) +H

[−yd1 (k) yd4 (k)

yd1 (k) yd2 (k)

]
+


0

1

0

0

u (k) , (16)

where G ∈ R(4×4) , H ∈ R(4×2), xd(k) ∈ R4 and yd(k) ∈ R4 are the discrete states defined
as

xd (t) =


xd1 (t)

xd2 (t)

xd3 (t)

xd4 (t)

 , yd (t) =


yd1 (t)

yd2 (t)

yd3 (t)

yd4 (t)

 (17)
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Substituting parameters with a = 11.0, b = 2.9, c = 5.0, d = 23.0, λ = 1.9, T = 0.01 , it
yields

G =


0.9071 0.1041 0.0180 0
0.2176 1.0022 0.0021 0
−0.0473 −0.0026 0.9896 0

0 0 0 0.9714

 , H =


0 0

0.0100 0
0 0
0 0.0099

 (18)

T is the sampling time. Define the error states

edi(k) = ydi(k)− xdi(k), i = 1, 2, 3, 4, (19)

we have the error dynamics as

ed1(k + 1) = 0.9071ed1(k) + 0.1041ed2(k) + 0.0180ed3(k) (20)

ed2(k+1) = 0.2176ed1(k)+1.0022ed2(k)+0.0100(xd1(k)xd4(k)−yd1(k)yd4(k))+u(k) (21)

ed3(k + 1) = −0.0473ed1(k) + 0.9896ed3(k) (22)

ed4(k + 1) = 0.9714ed4(k) + 0.0099(−xd1(k)xd2(k) + yd1(k)yd2(k)) (23)

In (21), the controller u(k) is designed as

u(k) = −0.2176ed1(k)− 0.0100(xd1(k)xd4(k)− yd1(k)yd4(k))− r × ed2(k) (24)

We obtain
ed2(k + 1) = (1.0022− r)ed2(k) (25)

Obviously, when r is specified to satisfy the condition of |(1.0022−r)| < 1, the error state
ed2(k) will converge to zero. Furthermore, when ed2(k) converges to zero, (20) and (22)
can be rewritten in the matrix form as:

ed1,d3 (k + 1) =

[
0.9071 0.0180
−0.0473 0.9896

] [
ed1 (k)
ed3 (k)

]
= A

[
ed1 (k)
ed3 (k)

]
(26)

By surveying the eigenvalues of matrix A, we have λi(A) = (0.9192, 0.9775) and it ensures
that ed1(k) and ed3(k) will converge to zero.
Finally, when ed1(k) = ed2(k) = ed3(k) = 0, according to (23),we have

ed4(k + 1) = 0.9714ed4(k) (27)

(27) means that ed4 will also converges to zero.
Based on the above discussion, we get a conclusion that under the control of u(k) in (24),
the error states edi(k), i = 1, 2, 3, 4 will converge to zero, which means that the master-slave
Lorenz-Stenflo chaotic systems (15) (16) can be synchronized. For the security of system
realization, we also decompose the controller u(k) (24) into the form of u(k) = F (um, us),
where

um = 0.2176xd1(k)− 0.0100xd1(k)xd4(k) + r × xd2(k) (28)

us = −0.2176yd1(k) + 0.0100yd1(k)yd4(k)− r × yd2(k) (29)

For simulation, let r = 0.9 and the initial conditions of master and slave systems are
selected as xd1 = 18.0, xd2 = −1.0, xd3 = 6.0, xd4 = −2.0, yd1 = −1.0, yd2 = −3.0, yd3 =
2.0 and yd4 = −3.0 Figure 6 shows the dynamic error responses edi(k), i = 1, 2, 3, 4 As
expected, under the control of u(k), the system is completely synchronized.

Chaotic peak value coding design:
After discussing the synchronization of chaotic systems used in the chaotic peak value

coding, we now explain the rule of peak value coding. Since discrete Lorenz-Stenflo
systems can generate random numbers, we record the peak values (pi, i = 1, 2, . . . ,∞
) of the random signals. Then compare the peak values, if pi+1 > pi, the peak coding
sequence is stored as 1, otherwise, it is stored as 0. For example, as shown in Figure 7,
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Figure 6. Error responses between master and slave discrete Lorenz-
Stenflo systems

the peak coding sequence of [1,1,0] will be obtained. Then the collected dynamic and
random peak coding sequence can be used to randomly control switching to different
chaotic key generators to obtain the corresponding random keys. Figure 8 shows that the
identification numbers of each chaotic key generator are in binary order. The length n
of the dynamic peak coding sequence satisfies (N ≤ 2n) , and N is the number of key
generators. Consequently, we explain the design of multimode random key generators
based on peak value coding. In Figure 8, we set up N Henon-Map master dynamic key
generators (Henon-Map master dynamic keys/ Henon-Map slave dynamic keys). When
the Lorenz-Stenflo master-slave chaotic systems are synchronized, the same peak coding
sequence will be simultaneously generated at both client and server. Then according to
synchronized peak coding sequences, we can design a peak value coding controller (PVCC)
to switch and select the corresponding dynamic keys to complete the multimode random
key generator design. It is worth mentioning that such a peak coding design ensures that
even the designer cannot predict the timing of the switching, so it has better security.
Figure 9 shows the random chaotic signals used in the multimode architecture with 4
Henon-Map chaotic systems. The four colors correspond to the four chaotic random
number generators. From Figure 9, it is observed if we removed the colors, one cannot
distinguish how many chaotic systems are used in the multimode system. Furthermore,
due to the dynamic and random switching timing, the security of the communication
system will be promoted.
NIST analysis

In this section, we introduce the National Institute of Standards and Technology (NIST)
test suite to evaluate the randomness of the dynamic keys with the proposed multimode
structure with 4 chaotic random generators. This evaluation standard contains 15 items
and the test result for every test item is called p-value. When p− value > 0.01, it means
that the test item has passed. 7 × 106 bytes generated by single and multimode chaos
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Figure 7. Chaotic peak value coding design

Figure 8. The multimode random key generators based on peak value coding.
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Figure 9. Random chaotic signals with the multimode architecture.

systems, respectively, are used and the tested performance results are shown in Table 1.
According to the results in Table 1, it shows that the multimode structure is with better
randomness performance than that with the single chaos system.

Table 1. NIST SP 800-22 test results

Multimode Chaos System Single Chaos System
Monobit test 0.9465934412283477 0.5965516010095926
Frequency within block test 0.8380339828765072 0.9142720506630712
Runs test 0.983779533775317 0.1420592445387359
Longest run one in a block test 0.9018573433092044 0.46296704966231417
Binary matrix rank test 0.5960553458849351 0.4221540426559427
Dft test 0.8267653933661077 0.9010184720132587
Non overlapping template matching test 0.9921944472419604 0.6130991039720712
Overlapping template matching test 0.9447919986387129 0.3773698319636067
Maurers universal test 0.679685222869556 0.9676108183616509
Linear complexity test 0.5217735995732476 0.7960057806898043
Serial test 0.3497638056605061 0.4297170308254383
Approximate entropy test 0.8007450877593408 0.5731259585933529
Cumulative sums test 0.9317843302213593 0.3972832307664227
Random excursion test 0.04605987881966095 0.07221188845115749
Random excursion variant test 0.05771562067463309 0.3016383653877924
Total 10.417599031899396 7.967084469554212

4. Realization of multimode secure communication systems with chaotic peak
value coding. In this section, the proposed multimode architecture based on peak value
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coding as shown in Figure 5 will apply to the intelligent machine field for establishing a
secure communication system between the tool machines and the server. Figure 10 is the
architecture of the proposed secure communication for the machine networks. First, the
manufacturing processing data of tool machines are measured and stored by the micro-
controller chips. Also in the microcontroller chips, the N master multimode chaos-based
SHA256 key generators are built for encryption, and then the tool machine ID, synchro-
nization control signal um, and ciphertext are transmitted to our server through a public
channel. With the corresponding N master multimode chaos-based SHA256 key genera-
tors and the synchronized switching timing in the server, the received ciphertext can be
decrypted. For realization and verifying our secure communication system design, we use

Figure 10. The architecture of the proposed secure communication for
the machine networks.

two Raspberry Pi MCU to simulate the processing data generated by two machines, re-
spectively, as shown in Figure 11. The data of machine A and B is then encrypted using the
dynamic keys generated from the mentioned multimode structure and then retransmitted
to the computer (server side) through TCP Socket. Figure 12 shows machine information
of tool machine A and B including the switched chaos systems, the peak coding sequence,
the dynamic keys, the manufacturing processing data. Figures 13 shows the verification
of our realized system on the server. The displayed data includes the switched chaotic
system, the peak coding sequence, the dynamic keys, the tool machine parameters, the
received cipher-text, and the decrypted plaintext. Next, we explain the meaning of each
display data. The switched chaotic system indicates which chaotic random key generator
in the multimode architecture is used for the data encryption or decryption. The peak
coding sequence describes the sequence collected by the peak coding. As shown in Figure
13, we observe the data information of machine A. the latest two bits of the peak coding
sequence is 10 which means the corresponding multimode architecture is using chaotic
system 3. When the same chaotic system is selected on the client and server, the same
dynamic key can be used for encryption and decryption. The tool machine parameter
is the data to be encrypted, which is the plaintext, and the received cipher text with
hexadecimal formation is displayed. We can see that received cipher-text is successfully
decrypted with the synchronized dynamic key and the manufacturing processing data can
be restored back to plaintext as shown in Figure 11.
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Figure 11. Two tool machines simulated with two Raspberry Pis.

Figure 12. The information for tool machines A and B

Figure 13. The corresponding information on the server
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5. Conclusion. In this paper, a novel design of synchronized multimode random key
generators has been proposed by integrating the chaos random property, chaos synchro-
nization control and the avalanche effect of SHA3-256. An innovative chaotic peak coding
sequence is derived to randomly select from the multimode dynamic keys. Such random
seed of switching timing reduces the possibility of brute force attacks and spectrum anal-
ysis. Through the NIST SP 800-22 test and analysis, it was verified that the randomness
of the keys generated by the multimode chaotic system is better than that of a single
chaotic system. Finally, we apply this synchronized multi-mode random key generators
to realize a secure communication system for two-to-one manufacturing machine system
to ensure the security of information transmission between machines and server.
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