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Abstract. Facial expression recognition is a typical application of artificial intelligence.
It has practical value and commercial prospects in application scenarios such as safe driv-
ing, medical assistance, online classrooms, and human-computer interaction. Traditional
convolutional neural networks have low accuracy in facial expression recognition. To
solve this problem, we propose a residual separable convolutional neural network, which
combines depth-wise separable convolution with an improved residual network. When
transmitting feature information, it fuses facial expression features through skip connec-
tion and utilizes global average pooling to reduce dimension, thus preventing gradient
disappearance. We conduct experiments based on the data set FER2013. The results
show that it can improve the accuracy of facial expression recognition, reduce model pa-
rameters and raise the utilization efficiency of the parameters effectively.
Keywords: Facial expression recognition, convolutional neural network, depth-wise sep-
arable convolution, residual network.
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1. Introduction. In recent years, with the rapid development of artificial intelligence
technology, human-computer interaction has begun to enter the public’s field of vision.
As an important part of the field of computer vision, facial expression recognition has also
become a research hotspot [1]. Facial expression is one of the most significant character-
istics of human emotion recognition. We can judge a person’s emotion by observing his
face. The purpose of facial expression recognition research is to classify the human emo-
tions obtained from facial images into one of seven basic emotions: happiness, sadness,
fear, disgust, anger, surprise, and neutral. It plays a great role in safe driving, intelli-
gent monitoring, online teaching, criminal interrogation, and other application scenarios.
In facial expression recognition and classification, using traditional feature extraction
and classification methods to achieve a high recognition rate is computationally complex
and challenging. Convolutional neural network shows great potential because of their
automatic feature extraction ability and computational efficiency [2]. This paper aims
to improve the prediction accuracy and robustness of facial expression and proposes a
new residual separable convolution neural network model. Traditional facial expression
recognition methods are mainly based on hand-crafted feature extraction. Shan et al. [3]
proposed a boosted local binary pattern (LBP) model combined with a support vector
machine (SVM) classifier, which is robust to low-resolution face images. Deng et al. [4]
put forward an algorithm based on improved principal component analysis (PCA). It
features higher adaptability to expression variation, but when the environment changes
greatly, the performance of recognition will drop significantly. Xie et al. [5] presented the
Turbo-Boost method based on Haar features [6] that can extract the main information
from face images and classify facial expressions. Hand-crafted feature extraction, which
depends on manual operation, not only takes a lot of time but often fails to identify some
important features, thus affecting the final classification effect.

With the development of deep learning in recent years, convolutional neural networks [7]
play an increasingly important role in image processing and facial expression recognition.
Its advantage is that it uses characterization learning and hierarchical feature extraction
algorithms to overcome feature engineering problems [8]. Lecun et al. [9] put forward the
first convolutional neural network model — LeNet-5. It integrates convolution into a

neural network, making it possible to automatically extract image features. In addition,
it further shortens the learning time and improves the efficiency of recognition, laying
a foundation for the development of a convolutional neural network. Zou et al. [10]
proposed a LeNet network with deepened layers, which can improve the accuracy of
facial expression recognition on small data sets. However, when processing complex and
large-scale facial expression data, its accuracy and robustness need to be improved. Lu
et al. [11] introduced a facial expression recognition method including seven layers of
convolutional neural networks, however, without taking the relationship of each layer’s
feature images into account. The large and deep convolutional neural network model
— AlexNet — proposed by Krizhevsky et al. [12] has raised the training efficiency of the
whole network and achieved success in ImageNet Large Scale Visual Recognition Challenge
(ILSVRC) [13] making it possible to train a convolutional neural network to process
massive data. However, the generated image features lack diversity, and feature extraction
is insufficient, which further affects the recognition performance. Subsequently, some
famous network model structures with higher performance were put forward, including
VggNet by Oxford University [14] and Inception [15]. With the deepening of network
layers, problems such as gradient disappearance and over-parameterization occur, exerting
an impact on network training and robustness [16]. The deep residual network — Restnet
— presented by He et al. [17] involves a residual structure, which can not only train deeper
networks but also mitigate the problem of network degradation to some extent. Due to
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the introduction of the residual structure, a slight variation in network weight can lead
to a significant change in the output. Therefore, the output structure is unsatisfactory.
Dachapally et al. [18] put forward an 8-layer convolutional neural network and introduced
automatic encoders. The model works well in the recognition of random images, but it
ignores the structural integrity of the images. Moreover, it has millions of parameters,
which makes training difficult. Arriaga et al. [19] proposed an improved network model
— Xception [20] — with fewer parameters. But in this model, information fusion only
occurs in local areas during feature extraction, and the global information among channels
is ignored.

In response to the above problems, this paper presents a new model that combines
depth-wise separable convolution with an improved residual network to achieve the fol-
lowing goals:
1) To extract richer and more complete feature information and raise the efficiency of
feature extraction.
2) To solve the problems of gradient disappearance and over-parameterization, reduce the
difficulty of network training, and prevent over-fitting.
3) To improve the accuracy of recognition and decrease the number of model parameters.

2. Algorithm description.

2.1. Improved residual structure. Resnet has become a widely popular model of con-
volutional neural network (CNN) in recent years. Compared with the traditional ones,
it adds jump connection [21] and batch normalization (BN) [22] to the network. It can
help low-dimensional features transfer to high-dimensional ones, maintain a certain pro-
portion of output, reuse image feature information and solve the problem of gradient
disappearance. In this paper, the traditional residual structure is upgraded. We use the
1Ö1 convolution to increase dimension first, and then in a 3Ö3 network structure, dimen-
sion reduction is achieved through the 1Ö1 convolution. In other words, the channel is
expanded first and then compressed. In addition to retaining the jump connection which
exists in the basic residual structure, the improved model also adopts convolution kernel,
depth-wise separable convolution, and activation module. The Basic residual structure is
shown in Figure 1 and the improved residual structure is shown in Figure 2.

Figure 1. Basic residual structure
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Figure 2. Improved residual structure

2.2. Nonlinear activation function. The Swish function is a new type of activation
function (AF) proposed by Google, and the original equation is as follows:

swish (x) = x.sigmoid (x) =
x

1 + exp (−x)
(1)

It is a smooth and non-monotonic function with a lower bound but no upper bound,
which outperforms the ReLU function in deep models [23]. Due to the complexity of the
Sigmoid function, this paper adopts the nonlinear activation function h swish [24] that
replaces Sigmoid with ReLU6(x+3)/6. The ReLU6 function can be used in almost all
software and hardware frameworks. It runs faster and can eliminate the potential loss of
numerical accuracy caused by the different implementations of approximate Sigmoid in
specific modes.

h swish (x) = x
RELU6 (x + 3)

6
=


0, x ≤ 3

x2

6
,−3 ≤ x ≤ 3

x, x > 3

(2)

2.3. Lightweight attention model (SE module). Attention mechanism has become
the mainstream model component in practical application because of its good effect and
expandability . [25]. In the previous models, information fusion only occurs in local areas
during feature extraction and the global information among channels is ignored. To solve
this problem, we adopt the Squeeze-and-Excitement Module (SE-Module) [26] to model
the dynamic and nonlinear relationship between network channels, recalibrate different
channels in the original convolutional layer and change the weight ratios between them.
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By doing so, the network can integrate global features into the channel information. We
use global average pooling (GAP) [27] to compress input image features. When the global
feature information between the channels is obtained, the model begins to learn. The first
fully connected layer (FC) is linked to reducing the dimension, and the RELU (Rectified
Linear Unit) activation function is used to enhance the nonlinearity of the network and
better fit the complex correlation between the channels. Then, the number of channels will
grow to the initial state through the second fully connected layer. The h swish function is
introduced to filter the channels and change their weights. The more important a channel
is, the greater its weight is. After that, the feature recalibration layer — Scale — begins
to weigh the recalibrated weights to the previous features, to complete the screening of
the original image features.
The mechanism of the lightweight attention model is shown in Figure 3.

Figure 3. Lightweight attention model

3. Residual separable convolutional neural network model. The model proposed
in this paper is developed from Xception and ResNet. To increase the accuracy of recog-
nition and reduce model parameters, an improved residual neural network model based
on separable convolution is designed. In this model, the attention mechanism is adopted,
the RELU function is replaced with the h swish function, and the input size is 48 Ö 48
Ö 1. The network structure is shown in Figure 4 and the parameters of each layer are in
Table 1. The model has three convolutional layers and six improved residual modules

Figure 4. Improved residual separable convolutional neural network model

based on separable convolution. In the first layer, there are 16 3 Ö 3 filters with a step
size of 2. Batch normalization and the h swish function are introduced, however, without
pooling. In IRes modules, the dimension is raised by 1Ö1 convolution, then more com-
plex features are extracted by 3 Ö 3 depth-wise separable convolution, and a lightweight
attention mechanism is added. After that, the dimension is reduced by 1Ö1 convolution,
and finally, the input is connected to the output by a shortcut. When the construction
of the first convolutional layer is completed, it begins to stack IRes modules. In the first
module, 16 3Ö3 filters are set with a step size of 1. Then another two modules are con-
structed. The first one has a step size of 2 and 32 channels where the input feature layer
will be compressed and the number of the channels will grow. The step size of the second
IRes is 1 and the input feature layer will not change. When completing the construction
of the two modules, it begins to stack three IRes modules and introduce the attention
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Table 1. Improved residual separable convolutional neural network model structure

Ipunt Size Layer type Exp size Patch Size/ Stride Output SE AF
48Ö48Ö1 Convolution - 3Ö3 / 2 24Ö24Ö16 - HS
24Ö24Ö16 Ires, 3 Ö 3 16 3Ö3 / 1 24Ö24Ö16 - RE
24Ö24Ö16 Ires, 3 Ö 3 32 3Ö3 / 2 12Ö12Ö24 - RE
12Ö12Ö24 Ires, 3 Ö 3 64 3Ö3 / 1 12Ö12Ö24 - RE
12Ö12Ö24 Ires, 5 Ö 5 64 3Ö3 / 2 6Ö6Ö40 X RE
6Ö6Ö40 Ires, 5 Ö 5 72 3Ö3 / 1 6Ö6Ö40 X RE
6Ö6Ö40 Ires, 5 Ö 5 88 3Ö3 / 1 6Ö6Ö40 X RE
6Ö6Ö40 Conv2d,1 Ö 1 - 3Ö3 / 2 6Ö6Ö256 - HS
6Ö6Ö256 Globalpooling - -/1 - - -
1Ö1Ö256 Conv2d,1 Ö 1 - -/1 1Ö1Ö7 - -

mechanism. A convolutional layer is added after the IRes modules, which is provided
with 256 1Ö1 filters and adopts the h swish function.
In this paper, we substitute GAP for the conventional FC, to achieve dimension reduction
and reduce over-fitting. After global average pooling, the softmax function is introduced
to classify facial expressions. And in all layers, we adopt RELU and h swish as the
activation functions.

4. Experiment and results.

4.1. Preparation. The experiment configuration is Microsoft Windows 10 64-bit Oper-
ating System, i7-6700HQ CPU (2.60 GHz), and NVIDIA GTX965M (2 GB). The exper-
iment is based on the TensorFlow Deep learning framework (Python Language).

4.2. Data sets. This study, to evaluate the effectiveness of the method, employs the
data set Fer2013 [28] provided by the Kaggle website, which was obtained by searching
Google keywords (Pierre and Aaron). The data set collected 35,887 facial expression
images (48 Ö 48 pixels), including 28,708 training sets, 3,589 validation sets, and 3,589
test sets. The face in each image is almost centered and occupies about the same space
in each image. Each image is classified into one of seven expression categories, and each
category corresponds to a digital label of 0-6: 0-angry, 1-disgust, 2-fear; 3-happy, 4-sad,
5-surprised, 6-neutral. Figure 5 depicts an example of each type. Table 2 shows the
distribution of each category, including the expressions corresponding to tags 0-6, and the
number of training sets, validation sets, and test sets contained in each expression.

Figure 5. Examples of seven expressions
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Table 2. Quantity distribution of facial emotion categories

Type Training set Validation set Test set
0-Angry 3,995 467 491
1-Disgust 436 56 55
2-Fearful 4,097 496 528
3-Happy 7,215 895 879

4-Sad 4,830 653 594
5-Surprised 3,171 415 416
6-Neutral 4,965 607 626

4.3. Pre-processing of data. In order to avoid network over-fitting and improve the
generalization ability of the model, some data enhancement operations, such as flipping,
rotating, and cutting, are performed on the image in this paper. They expand the amount
of data in the database and make the training network more robust. In this paper, 48Ö48
images were randomly cut out during training and then fed back into training. 80

4.4. Results. In this experiment, the accuracy is used to evaluate the identification effect
of a neural network, in which TP (True Positive) refers to the number of outcomes that
are correctly predicted to be positive samples, FP (False Positive) refers to the number of
outcomes which are incorrectly predicted as positive samples, TN (True Negative) refers
to the number of outcomes which are correctly predicted as negative samples, and FN
(False Negative) refers to the number of outcomes which are incorrectly predicted as
negative samples. The accuracy equation is shown in Eq. (3).

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

In order to compare the classification effect of the improved model in facial expression
images, this paper experimented on the Fer2013 data set and trained the data for 100
epochs (Table 3). Table 3 shows the accuracy comparison of this experimental method
and the method based on the convolutional neural network on the Fer2013 data set. In the
traditional CNN model structure, the accuracy of the model on the data set is 60.71 Figure

Table 3. Comparison results of facial expression images recognized by each model

Approach Accuracy rate Parameter quantity
Simple CNN 60.71% 642,900
Simper CNN 61.84% 559,700

LeNet 63.84% 1,587,000
Xception 64.04% 58,400
Resnet50 64.71% 10,646,600

This paper 66.29% 54,900

6 and Figure 7 show the training and validation accuracy and the training and validation
loss obtained by training the improved network model on the data set, respectively. It
can be seen that the improved network has good learning ability. With the superposition
of training times, the validation loss value will decrease with the reduction

of training loss value until it is flat. The whole training process does not have the
phenomenon of good accuracy on the training set, but poor accuracy on the validation
set, that is, over-fitting phenomenon [29], which indicates that the improved network
model in this paper has good generalization ability.
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Figure 6. Training and validation accuracy

Figure 7. Training and validation loss

The improved model is used in the experiment, and the results are shown in Figure 8.
The accuracy of the confusion matrix in the figure indicates that of each category’s pre-
diction (77% in “fearful”, 83% in “surprised” and even 90% in “happy”). On the Fer2013
data set, several other expression identification methods were used to test. Compared
with the methods in this study, we got the results (Table 4). It can be seen from Table

Table 4. Comparison of recognition rate based on Fer2013 data set

Method Accuracy
Ref. [30] 60.30%
Ref. [31] 61.86%
Ref. [32] 62.4%
Ref. [33] 64.4%
Ref. [34] 65.03%

Method of this paper 66.29%

4 that compared with other methods, this model can get better expression identification
results. Ref. [30] adopts a convolutional neural network based on FPGA, which can only
extract some features of images, and the accuracy rate is only 60.3

5. Conclusion. Aiming at the challenges of insufficient feature extraction in facial ex-
pression recognition and low recognition accuracy, this paper proposes a residual separable
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Figure 8. Accuracy of correct prediction for each category

convolutional neural network model. By comparing with representative algorithms, com-
bining deep separable convolution and improved residual network structure, not only can
the convolution calculation be reduced, but also feature fusion can be carried out while
transferring feature information, thereby extracting richer features. The convolutional
layer uses a lightweight attention mechanism to adjust the weights between channels and
adds global features between channels to make the information of the feature map more
complete. The experimental results show that the accuracy of expression identification
is improved and the network parameters are reduced. However, the identification effect
on sad expressions is relatively poor, because human expressions are very complex, and
the random combination of various expressions will greatly increase the identification dif-
ficulty. For example, the combination of sadness and consternation will produce disgust,
and that of happiness and surprise will produce surprises. In the future, we will further
extract the global information and edge information of images, improve the identification
rate of each expression, and realize the real-time identification of expressions.
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