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ABSTRACT. Intelligent video surveillance technology is one of the key technologies in many applica-
tion fields such as public safety surveillance, intelligent transportation, and live broadcast of large-scale
events. With the rapid development of artificial intelligence, many intelligent video surveillance model
architectures have been produced, especially intelligent video surveillance technology based on deep
learning. As one of the key technologies of 5G communication technology, edge computing has also been
widely used in intelligent video surveillance system to solve low-latency, high-precision and real-time
computing tasks. In this paper, the mobile edge computing based (MEC-based) deep learning intelli-
gent video surveillance architecture is introduced and reviewed. This paper discusses the MEC-based
intelligent video surveillance architecture in detail, and proposes a new federal deep reinforcement
learning based cluster MEC intelligent video surveillance system. Furthermore, this paper discusses
application scenarios of various architectures, and summarizes the main research directions in recent
years. The content summarized in this paper can provide a more comprehensive perspective for related
researchers to understand the main research content of this direction, and inspire new research methods.

Keywords: edge intelligence, clustered mobile edge computing, deep reinforcement learning, intel-
ligent video surveillance

1. Introduction. With the continuous development of the intelligent industry, video surveillance is
widely used in many occasions due to its intuitive, accurate, timely and rich information content.
It is especially important in security systems and becomes the most powerful means of technical
security. Nowadays, data is showing explosive growth. Security monitoring has higher and higher
requirements for high-definition, intelligence, networking, and digitization. The security field has
gradually changed from a single system deployment in the past to a comprehensive intelligent system
for big data application analysis. It has to be admitted that the era of intelligent has arrived.

As a typical data-dependent business, video surveillance services rely on data processing to speak
naturally. Through big data transmission and processing technology, further mining the value infor-
mation behind the massive video surveillance data, and quickly feeding back the connotative knowl-
edge to assist decision-making and judgment, is the golden key to good use of video surveillance. At
present, with the rapid development of smart transportation, smart gardens, public safety, and visual
management in smart cities, the application of video surveillance in smart cities has already begun.

Smart city is a brand-new urban form, and it is also the main application scenario that scholars have
researched and explored in recent years [1,2]. In the construction of smart cities, the construction of
smart gardens permeates all aspects of smart environment, smart residence and smart management [3,
4]. And intelligent video surveillance is an indispensable core technology in the construction of
smart gardens. In intelligent video surveillance service, it generally requires low latency and high
recognition accuracy. In the overall mobile data traffic as summarized in Cisco Visual Networking
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Index [5], mobile video contents account for more than half of this data traffic, and will be predicted
to further grow by 2022, accounting for 82% of the total data traffic. At present, the development
of garden construction mainly has the following problems: (i) the lack of garden design talents and
maintenance personnel, (ii) the garden market is relatively small and the demand for ornamental
plants is not large, (iii) The combination of gardens and modern technology is insufficient, (iv) the
garden safety monitoring and disaster prevention system is not sound. In particular, the issues of
the insufficient combination of gardens and modern technology and the garden safety monitoring
and disaster prevention systems have severely restricted the efficient development of urban garden
construction. Therefore, an efficient intelligent video surveillance system in the construction of smart
gardens is a important problem that needs to be solved urgently.

The intelligent video surveillance system adopts image processing, pattern recognition and com-
puter vision technology, by adding an intelligent video analysis module to the surveillance system.
Then, the system uses the computer’s powerful data processing capabilities to filter out the useless
or disturbing information of the video screen, automatically identify different objects, analyze and
extract the key useful information from the video source. Then it quickly and accurately locate the
accident site, and judge the abnormal situation in the monitoring screen. After that, the fastest and best
way to issue an alarm or trigger other actions, so as to effectively carry out pre-warning, processing
during the event, and after the event, a fully automatic, all-weather, real-time monitoring intelligent
system.

In intelligent video surveillance system, accurate decision-making based on multi-dimensional het-
erogeneous data information and real-time data processing are key issues to be solved urgently. In
2014, mobile edge computing (MEC) [6,7] was proposed by the European Telecommunications Stan-
dards Institute (ETSI) as an emerging paradigm to solve real-time computing tasks. It is a technol-
ogy based on the 5G evolution architecture and deeply integrates mobile access networks and inter-
net services. With the rapid development of machine learning algorithms, especially deep learning
algorithms, more and more target recognition algorithms are implemented based on deep learning
(DL) [8,9]. For the identification and scheduling problems in the network environment, due to the
variable factors in the complex and changeable environment, deep reinforcement learning (DRL) is
often used to solve complex joint optimization problems [10-12]. Therefore, both MEC and DRL
have been gradually applied to intelligent video surveillance technology in recent years to promote
the low latency and accuracy of surveillance system.

In this paper, we mainly did the following innovative works:

(1)The paper introduced and discussed the MEC-based intelligent video surveillance architecture in
detail, and analyzes the shortcomings of its architecture.

(11)This paper proposed an intelligent surveillance system based on Clustered Mobile Edge Com-
puting and Blockchain empowerment (CMEC-BC-IVS), which not only promotes surveillance video
data security and privacy protection, but also ensures collaborative resource allocation and optimiza-
tion work among edge cloud, edge nodes and terminals.

(ii1)This paper designed a new federated deep reinforcement learning framework (FDRL-method)
in the CMEC-BC-IVS network. The DRL algorithm is used to realize joint decision-making of
surveillance video caching, transcoding, real-time processing, and response operations.

In this paper, we will briefly review the development process, core issues, latest challenges and
opportunities of intelligent video surveillance technology. The remainder of this paper is organized
as follows. The related work of MEC-based intelligent video surveillance with deep reinforcement
learning will present in Section 2. Section 3 gives the CMEC-based and blockchain-empowered
intelligent video surveillance system and Section 4 describes the trends and challenges. Finally, the
conclusions presents in Section 5. The structure of this paper can be shown in Figure 1.

2. MEC-based Intelligent Video Surveillance with Deep Reinforcement Learning.

2.1. Development of Intelligent Video Surveillance. The intelligent video surveillance system has
been developed in just over two decades. From the earliest analog surveillance to the fiery digital



72 Yan Li

system

>/lmplemenlmi0n of Federal Deep Reinforcement Learning in r:(I‘(,re\J
N computing networks J

—N( Research on the integration framework of blockchain and MEC \\

- Y
—»( Development of Intelligent Video Surveillance ‘
A )
MEC-based
Intelligent D
Video Outstanding problems in video surveillance ‘
— Surveillance & )
— with Deep
Reinforceme ( Intelligent video recognition processing )
= nt Learning Ve Y
= Cor.e Resel{rch b7 ec{s of | o Intelligent video tr ission and ication system )
= Intelligent Video Surveillance A
8 A ) p
g Personal privacy and video data security )
Ty
£z ¢ CMEC-BC-IVS Scheme )
i . .
— Innovation points
S S CMEC-based | _ & Pl N
= = and - " FDRL-method )
s g blockchain- - = . = = = =
= E ¥_Real-time caching and transcoding service of surveillance video )
s £ empowered
& @ intelligent -
%" é vidego Specific key tasks of system N 4( Surveillance video security and personnel privacy )
S = e . Iy
E > suryeillance S il / w( Efficient integration of blockchain and mobile edge computing )
o [
£s
=N
=
S
>
£l
>
=
»n
<

( Research on the fusion framework of deep reinforcement Iearning\‘

and federated learning J

Trends and 5 00 D
Chall >< Deep learning training on the edge )
—»( . Deep learning model inference >

—»C Data security and privacy protection at the edge )

FIGURE 1. The structure of this paper

surveillance in previous years and then to the now in the ascendant network video surveillance, earth-
shaking changes have taken place.

From a technical point of view, the development of video surveillance systems can be divided into
three generations. The first generation is an analog video surveillance system, the second generation
is a digital video surveillance system based on PC+Multimedia Card, and the third generation is a
video surveillance system based entirely on IP networks [13—17].

The first generation of video surveillance was the traditional Closed-Circuit Television (CCTV).
The system consists of two parts: front-end equipment and monitoring center. The front-end equip-
ment includes cameras, dome cameras, pan-tilts, decoders, etc. Monitoring center equipment includes
monitors, video splitters, switching matrix, control keyboards, video recorders, and so on. The two
parts of equipment are connected by video cables, control cables, etc. Analog video surveillance sys-
tems are usually suitable for small-scale regional surveillance. As we all know, traditional audio and
video signals are analog signals, which are usually transmitted by means of coaxial cables. Analog
monitoring is only suitable for single buildings, small residential areas and other small areas. Limited
by analog video cable transmission length and cable amplifier, it can only support local monitoring.

The analog-digital monitoring system is a semi-analog-semi-digital solution based on Digital Video
Recorder (DVR). From the camera to the DVR, the coaxial cable is still used to output the video signal.
The DVR supports both recording and playback, and can support limited IP network access. Since
DVR products are diverse and there is no standard, this generation system is a non-standard closed
system, and the DVR system still has a lot of limitations. For example, limited remote monitoring and
control capabilities. In this system, any camera cannot be accessed from any client, but the camera
can only be accessed indirectly through the DVR. At the same time, the analog-digital program video
has no protection and is easy to lose.

Compared with the previous two schemes, IP Video Surveillance (IPVS) is significantly different.
The advantage of this system is that the camera has a built-in web server and directly provides an Eth-
ernet port. These cameras generate JPEG or MPEG4 data files, which can be accessed, monitored,
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recorded and printed by any authorized client from any location on the network, rather than gener-
ating images in the form of continuous analog video signals. The great advantages of the IP video
surveillance system include simplicity, powerful central control, easy upgrade and comprehensive
scalability, comprehensive remote monitoring, and rugged redundant memory. Currently, more and
more monitoring systems are based on edge computing architecture. The surveillance video system
architecture based on edge computing is shown in Figure 2.
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FIGURE 2. Surveillance video system architecture based on edge computing

2.2. Outstanding problems in video surveillance.

2.2.1. Low latency and high accuracy of surveillance video task processing. Generally speaking, in
many application scenarios, video surveillance requires low latency and high recognition accuracy
for public safety monitoring, real-time warning of emergencies and disasters. In intelligent video
surveillance, the delay is mainly affected by the task processing time, which the task processing can
be implemented at the end, edge or cloud. Furthermore, with the proposed of MEC, edge computing
can be divided into near-edge, far-edge, and end-edge according to the understanding of different
scenarios. Different types of edge nodes will have different intelligent processing capabilities, includ-
ing computing capabilities, storage capabilities, and collaboration capabilities. Based on this issue,
MEC presents an unique opportunity to implement edge processing, and is widely used in many low-
latency application scenarios [18-21]. Furthermore, the guarantee of high accuracy depends entirely
on the efficiency of the recognition algorithm in video surveillance. With the rapid development of
machine learning algorithms, especially deep learning algorithms, more and more target recognition
algorithms are implemented based on DL. Due to the variable factors in the complex and changeable
environment, DRL is often used to solve complex joint optimization problems. Low latency and high
accuracy are a pair of contradictions. How to find the best balance between the two is a difficult point
that needs to be explored and studied.

2.2.2. Personal privacy and video data security of surveillance video. Privacy protection and data
security issues in video surveillance have always been one of the main issues that need to be re-
solved [22-24]. In particular, privacy protection and data security in the edge computing network



74 Yan Li

environment require in-depth research to find an effective solution suitable for the designed network
architecture. In recent years, a new application model called blockchain has developed rapidly. The
core content of blockchain includes encryption algorithm, distributed storage, P2P transmission and
consensus mechanism [25,26]. As a effective distributed management framework, blockchain has
been widely used in many fields to realize the security monitoring and privacy protection of data re-
sources for intelligent data processing. However, in different application scenarios, it is difficult to
achieve a unified efficient integration of blockchain and edge computing, which makes data security
and privacy protection in the edge computing environment much more challenging.

2.2.3. Other problems in intelligent video surveillance. In recent years, there has been a lot of ex-
ploration and research on video surveillance systems [27-31], but these video surveillance systems
still have some shortcomings, mainly as follows: (i) Failure to detect abnormalities and intelligent
early warning in time. Most current video surveillance systems cannot perform real-time and efficient
intelligent analysis and processing of surveillance video images, and also cannot find problems in
time. (i1) For emergencies that occur, although early warning can be given, real-time automated oper-
ations cannot be implemented to solve the problem, so as to prevent the problem from getting worse.
(ii1) The data security and privacy protection of video surveillance systems are not guaranteed. The
detailed research progress of intelligent video surveillance will be elaborated in the section of 2.3.

2.3. Core Research Aspects of Intelligent Video Surveillance. The detailed research progress of
intelligent video surveillance was elaborated in Table 1. The research of intelligent video surveil-
lance mainly focuses on three aspects. Firstly, it is intelligent video recognition processing, which
refers to the interpretation of video scenes in intelligent video surveillance. In video surveillance, it
detects, recognizes, and tracks specific objects from the sequence of frame images, then understands
and interprets the behavior of the objects. This part of the research requires image processing or
computer vision technology based on video surveillance. Secondly, it is the optimization design of
intelligent video transmission and communication system, which refers to how to carry out effective
video collection in intelligent video surveillance. And the optimization of wireless video transmission
and communication system is designed to achieve low-cost, low-latency real-time video intelligence
processing and decision-making feedback. This part of the research needs to be based on wireless
video transmission theory, cloud computing and edge computing. Thirdly, it is user privacy protec-
tion and video data security in the intelligent video surveillance system to ensure the security of the
surveillance network system and the security of sensitive data.

2.3.1. Intelligent video recognition processing. Target detection and recognition algorithms in video
surveillance include moving target detection algorithms, traditional template-based recognition meth-
ods, and statistical learning recognition methods. Among them, moving target detection algorithms
can be divided into three types: inter-frame difference method, background difference method, and
optical flow method. With the rapid development of machine learning algorithms, especially deep
learning algorithms, more and more target recognition algorithms have been implemented in combi-
nation with deep learning.

The latest trends in object recognition research focus on designing lightweight deep learning models
to reduce computational costs and designing different loss functions to further enhance the capa-
bilities of neural networks [32-39]. A Deep Q Learning Network (DQN) was developed to locate
anomalies in videos by enabling agents to learn how to detect and recognize anomalies in videos
used in smart city [40]. A monitoring framework of Industrial Internet of Things based on artifi-
cial intelligence, called VD-Network, is proposed in [41]. Its recognition method is based on deep
learning of ConvLSTM. In order to implement the faster real-time object detection, Ren et al. [42] in-
troduced a Region Proposal Network(RPN) into the Fast R-CNN for the detection network, leading to
deep-learning-based object detection system can run at 5-17 fps and also improving the overall object
detection accuracy. Yeh et al. [43] proposed a lightweight deep-water target detection network, which
is used to jointly learn the color conversion and target detection of underwater images to achieve
the effectiveness of underwater object detection. In the literature [44], a deep separable convolution
strategy is proposed to build a lightweight deep neural network, and applied it to the intelligent edge
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TABLE 1. Research Progress of Representative Literature of Intelligent Video Surveillance

Ref. | Research Direction Focus Method Application sce-

nario

[8] Intelligent video recogni- | A multi-task framework was proposed to jointly estimate 3D | Multi-task CNN Human  action
tion processing human pose from monocular color images and classify human recognition

actions from video sequences.

[10] | Intelligent video recogni- | Proposed an efficient visual tracker by means of sequential ac- | DRL Visual object
tion processing tions learned using deep neural networks. tracking

[11] | Intelligent video recogni- | A novel deep reinforcement learning architecture for active | DRL Engagement esti-
tion processing learning and estimation of engagement from video data was mation

proposed.

[12] | Intelligent video recogni- | A unified space-time depth Q network (ST-DQN) is proposed | DRL(DQN) Human activity
tion processing to solve the problem of human activity positioning. localization

[14] | Intelligent video recogni- | Developed an automatic image denoising system in video | DL Smart city
tion processing surveillance.

[19] | Intelligent video transmis- | A tailor-made Edge Intelligent Video Surveillance (EIVS) sys- | DL,MEC Video  surveil-
sion and communication | tem is proposed, which is a scalable edge computing architec- lance system
systemg ture.

[20] | Intelligent video recogni- | Using YOLO algorithm and deep neural network to achieve | YOLO Target detection
tion processing multi-class target detection.

[28] | Intelligent video transmis- | Focusing on multi-target detection for real-time monitoring in | YOLO, = MEC, | Video  surveil-
sion and communication | intelligent IoT systems, the deep neural network model A- | Cloud computing | lance system
system YONet is proposed to be deployed in the end-side-cloud mon-

itoring system.

[29] | Intelligent video transmis- | Proposed a distributed intelligent video surveillance (DIVS) | DL, MEC Video  surveil-
sion and communication | system using deep learning (DL) algorithms. lance system
system

[22] | Personal privacy and video | A system for privacy-preserving cloud video surveillance was | Cloud computing | Video  surveil-
data security proposed. lance system

[23] | Personal privacy and video | Proposed a cloud-based hierarchical video surveillance system | MEC, Cloud | City-wide
data security considering the security of 5G networks. computing surveillance

system

[37] | Intelligent video recogni- | Developed a video surveillance algorithm based on deep rein- | DRL(DQN) Visual  surveil-
tion processing forcement learning. lance

[38] | Intelligent video recogni- | A Deep Q Learning Network (DQN) was developed to locate | DRL(DQN) Smart city
tion processing anomalies in videos by enabling agents to learn how to detect

and recognize anomalies in videos.

[39] | Intelligent video recogni- | A method that can detect fires by analyzing the video obtained | Transfer learning | Fire detection
tion processing by surveillance cameras is proposed.

[40] | Intelligent video transmis- | A novel form of real-time human detection network was pre- | YOLOv2, MEC Smart video
sion and communication | sented. surveillance
system

[41] | Intelligent video transmis- | A monitoring framework of Industrial Internet of Things based | ConvLSTM, Public and indus-
sion and communication | on artificial intelligence, VD-Network, is proposed. MEC trial security
system

[44] | Intelligent video transmis- | In the Intelligent Internet of Things (IIoT), an Intelligent Edge | Lightweight deep | Intelligent Inter-
sion and communication | Surveillance (INES) method based on deep learning is pro- | learning, MEC net of Things
system posed.

[58] | Personal privacy and video | Proposed federated learning empowered end-edge-cloud | Federated learn- | 5G heteroge-
data security cooperation-based framework for enhancing 5G HetNet secu- | ing, MEC neous networks

rity.

[50] | Intelligent video transmis- | A reinforcement learning based approach of video surveillance | DRL, MEC Video  surveil-
sion and communication | on mobile edge networks was proposed. lance system
system

[51] | Intelligent video transmis- | A video surveillance network based on mobile edge computing | DQN+NN, MEC | Industrial Inter-
sion and communication | (MEC) is proposed, and the DRL algorithm is used to solve the net of Things
system joint optimization of computing and communication resources.

[52] | Intelligent video transmis- | Given a reliable parking surveillance system with edge artifi- | YOLO-V3, MEC | Smart city
sion and communication | cial intelligence on IoT devices.
system

[54] | Intelligent video transmis- | Proposed an edge-based solution of video surveillance in smart | Graph-assisted Smart construc-
sion and communication | construction site assisted by Graph Neural Network. hierarchical RL | tion
system (DQN), MEC

[55] | Intelligent video transmis- | A collaborative Cloud-Edge architecture is proposed to ana- | DRL (A3C), | Video  surveil-
sion and communication | lyze surveillance videos and extract video key frames, and use | MEC, Cloud | lance system
system deep reinforcement learning algorithms to perform task sched- | computing

uling to perform adaptive offloading in the cloud or edge.
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surveillance (INES) method to reduce its computational cost and obtain the guarantee of detection
accuracy. In face recognition, F. Schroff et al. designed FaceNet [45], triplet loss has been introduced
into face recognition and effectively improves the recognition accuracy. In order to solve the problem
that video streams captured from foggy environments are often unsatisfactory, Muhammad et al. [46]
proposed a light-weight structure of deep convolutional neural networks for edge intelligent assisted
smoke detection in foggy surveillance environments method. This method makes the early smoke
detection in foggy day detection have better performance than the most advanced methods. Deep
learning is well known as the innovator in the field of machine learning, especially in the field of
computer vision. Similar to deep learning crushing traditional models in the field of graph classifica-
tion, deep learning models are now the best method in the field of object recognition, pursuing fast
real-time processing while ensuring high recognition accuracy. In the face of complex heterogeneous
problems, deep reinforcement learning has been more widely used.

2.3.2. Intelligent video transmission and communication system. Video acquisition and intelligent
transmission processing in intelligent video surveillance mainly involve sensing technology, wireless
video transmission and intelligent processing technology of video information. Among them, wire-
less video transmission and real-time intelligent processing are even more important. The network
environment in which wireless video transmission is located has experienced three stages: wireless
access-wired core, wireless multi-hop network and heterogeneous wireless network. And currently
we are in the age of heterogeneous wireless network. At present, the real-time processing of intelli-
gent video in intelligent video surveillance is a difficult point. Furthermore, the main research trends
focus on end computing processing, edge computing processing, cloud computing processing, and
collaborative processing between them [47—49].

In order to achieve high recognition accuracy and low recognition time, Hu et al. [50] builds a video
surveillance system based on mobile edge computing (MEC), designs image recognition algorithms
for camera sensors and MEC servers, and uses reinforcement learning to solve joint optimization
problems to obtain efficient and intelligent video surveillance. Kunpeng et al. [51] proposed a MEC-
based video surveillance network for face recognition applications, and solved tasks such as task
offloading, wireless channel allocation, and image compression rate selection through a two-layer
analysis. The layer learning framework performs joint decision-making to obtain high average recog-
nition accuracy and low average processing delay, and also the algorithm performs better in terms of
convergence and training efficiency. Ke et al. [52] designed an intelligent parking monitoring task
that uses edge computing for parking occupancy detection depending on real-time video sources. By
implementing an enhanced single shot multibox (SSD) to achieve artificial intelligence at the edge,
the system takes into account of flexibility, detection accuracy and system reliability. The final de-
tection method achieves an accuracy of more than 95% in real scenes with high efficiency and high
reliability. In order to solve the problems of high latency, high bandwidth, high energy consumption,
the Internet of Video Things (IoVT) was proposed by Sultana and Wahid [53]. The video surveillance
system under the IoVT framework provides multiple layers (including end, edge, Fog and cloud)
communication and decision-making by capturing and analyzing rich context and behavior informa-
tion. Then in [54], the authors proposed a graph neural network-assisted intelligent construction video
surveillance system based on edge computing, and developed a graph-assisted hierarchical reinforce-
ment learning algorithm to effectively obtain the characteristics of the mobile edge network. Thereby
it can effectively maintain reliable accuracy and lower latency. In [55], a collaborative Cloud-Edge
architecture is proposed to analyze surveillance videos and extract video key frames, and use deep
reinforcement learning algorithms to perform task scheduling to perform adaptive offloading in the
cloud or edge. And an automatic camera control method based on DQN in the video surveillance
system is proposed in [56].

The ultimate goal of intelligent video transmission and communication system design is to achieve
faster real-time processing while ensuring the accuracy of surveillance video recognition, and can
automatically give intelligent decision feedback and response actions. So, many deep reinforcement
learning methods (such as A3C, DQN) have been used in the intelligent decision-making process at
the edge networks.
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2.3.3. Personal privacy and video data security. Inintelligent video surveillance system, since surveil-
lance video data needs to be uploaded to a cloud center or edge cloud center, it is easy to cause video
data security issues. At the same time, user privacy is easily leaked during network access [57].

Wei et al. [58] proposed federated learning empowered end-edge-cloud cooperation-based frame-
work for enhancing 5G HetNet security. Federated learning is a machine learning framework that
can effectively help multiple institutions to perform data usage and machine learning modeling un-
der the requirements of user privacy protection, data security, and government regulations. Kim et
al. [23] presented a cloud-based hierarchical video surveillance system considering the security of
5G networks. The authors eliminates the risk of privacy and personal information leakage through a
cloud-based hierarchical video surveillance system. And a system for privacy-preserving cloud video
surveillance was proposed in [22]. In this article, the PatronuS system is developed using conceptual
diagrams to determine privacy areas that meet privacy and security requirements.

In intelligent video surveillance system, user privacy protection and data security can be achieved
by setting security protection algorithms, hierarchical security authorization, and the security design
of the surveillance system. And more and more video surveillance systems tend to be based on mobile
edge computing networks. At the same time, it is combined with federated learning with distributed
characteristics.

3. CMEC-based and blockchain-empowered intelligent video surveillance system.

3.1. Innovation points. Based on the core characteristics of distributed data storage, point-to-point
transmission, consensus mechanism, encryption algorithm and other core features, blockchain tech-
nology is integrated into the mobile edge computing network to promote data security and traceabil-
ity [59-61]. In this paper, we intends to propose a blockchain-empowered edge intelligent security
monitoring and disaster prevention system in smart gardens, which integrate blockchain technology
into Clustered MEC Networks proposed in our previous papers [59, 62]. At the same time, we ex-
plore and study the end-edge-cloud integration mechanism and the edge-edge, end-end collaboration
method in the edge cluster. We aim at solving the network resource joint optimization problem of
surveillance video caching, surveillance video transcoding, and real-time intelligent video processing
in the intelligent surveillance system. Specifically, the main scheme of this edge intelligent surveil-
lance system can be consist of CMEC-BC-IVS Scheme and FDRL-method.

3.1.1. CMEC-BC-IVS Scheme. A CMEC-based and blockchain-empowered intelligent surveillance
system (CMEC-BC-IVS) has been proposed, which promotes surveillance video data security and
privacy protection and ensures cooperation among edge cloud, edge node and end. And the CMEC-
BC-IVS scheme is given in Figure 3. The architecture can achieve the following functions:

(i)Blockchain empowers data security and privacy protection. The blockchain established in the
edge cluster can effectively protect the security of monitoring data and privacy information. In this
framework, edge nodes are data producers and consumers, maintaining a permitted blockchain to
ensure the security of cached multimedia data and the protection of user privacy. Through the inte-
gration of blockchain and edge computing, the blockchain can ensure the security of the entire edge
computing network system through a strict identity verification mechanism and a cryptographic data
encryption mechanism. At the same time, the integrity, authenticity and traceability of video data are
guaranteed through blockchain technology.

(11)The hierarchical network structure realizes high efficiency and accuracy processing of comput-
ing tasks. In the CMEC-BC-IVS system, the network is divided into multi-level hierarchical struc-
tures such as edge cloud, edge area, edge cluster, cluster head, and cluster element. Furthermore,
the vertical integration among the edge cloud, edge nodes and terminals and the horizontal collabo-
ration between edges, terminals can improve the real-time processing efficiency of edge surveillance
video while maintaining low cost and less bandwidth traffic. At the same time, in an edge cluster,
the collaboration and integration between edge nodes within the cluster can effectively promote the
improvement of the computing processing capacity and recognition calculation accuracy of the edge
cloud.



78 Yan Li

In the implementation of CMEC-BC-IVS, when there is a video surveillance computing task, the
real-time requirement level of the task and the task calculation amount level are first determined ac-
cording to the task demand, so as to determine the execution mode of the task according to the comput-
ing resources, storage resources and transmission resources. Generally speaking, the system includes
four modes, namely end processing, edge processing, cloud processing, and end-edge-cloud fusion
processing. Tasks with low computing requirements and high real-time requirements can choose end-
processing or edge processing mode first, while tasks with large computing requirements and low
real-time requirements can choose the operation processing mode. In addition, according to the needs
of the task, you can flexibly choose joint processing modes such as end-to-edge fusion, edge-to-side
fusion, and edge-to-cloud fusion.
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FIGURE 3. CMEC-based and blockchain-empowered intelligent video surveillance system

3.1.2. FDRL-method. CMEC-BC-IVS scheme can promote surveillance video data security and pri-
vacy protection and ensures cooperation among edge cloud, edge node and end. Then aiming at
exploiting network resource joint optimization problem of surveillance video caching, surveillance
video transcoding, and real-time intelligent video processing in the intelligent surveillance services,
we focus on solving the complex joint optimization problems by using the FDRL-method algorithm in
CMEC-BC-IVS model. The specific implementation mode of deep federated reinforcement learning
is shown in Figure 4.

The FDRL-method in CMEC-BC-IVS networks has been designed. Based on federated learning
that can effectively satisfy user privacy protection and data security, and combined with deep rein-
forcement learning that can make decisions about multi-dimensional, complex and heterogeneous
problems, we propose a federal deep reinforcement learning model to be applied to edge intelligent
video surveillance systems.
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The network resource joint optimization problem of surveillance video caching, surveillance video
transcoding, and real-time intelligent video processing in the edge intelligent surveillance system can
be formulated as a stochastic MDP (Markov decision process). So we can solve the joint optimization
problem by using the federal deep reinforcement learning to maximize the cumulative reward. Based
on the network environment conditions and the needs of safety protection and management, the DRL
algorithm will be used to implement the decision of surveillance video caching, transcoding, real-
time processing, and response operations. Furthermore, deep learning training is realized through a
federated learning model of distributed local training.
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FIGURE 4. Federal deep reinforcement learning framework (FDRL-method) in
CMEC-BC-IVS networks

The implementation of FDRL-method mainly includes two parts of the architecture and training of
federated deep reinforcement learning algorithm, and the aggregation method of federated learning
model. Federated deep reinforcement learning is proposed by integrating federated learning into
the process of implementing deep reinforcement learning, which further protects the privacy and
security of training data and effectively guarantees the security of data. In the process of federated
deep reinforcement learning, the deep learning training location is selected at the edge node, and
the edge node may be deployed in small base stations, macro base stations, or smart terminals with
strong computing and storage capabilities. The update method of the model in federated learning
intends to find a model aggregation method suitable for the current federated deep reinforcement
learning architecture from the three directions of local update method, model compression scheme,
and decentralized training.

3.2. Specific key tasks of system implementation.

3.2.1. Real-time caching and transcoding service of surveillance video. Intelligent video surveil-
lance requires real-time intelligent processing such as timely extraction, identification and feedback
decision-making on the collected video information. The amount of surveillance video data is huge,
and it is impossible to store all surveillance videos in smart cameras or edge nodes. This requires
designing surveillance video caching strategies according to requirements under constraints of the
lowest costs. In order to obtain less time delay, due to the variability of the network environment, the
video collected by the smart camera needs to determine the bitrate, resolution and other information
of the surveillance video according to specific application requirements and network environmental
conditions. Therefore, real-time caching and transcoding services are needed in video surveillance to
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meet the easy changing network environment and the needs of various applications, which is imple-
mented by edge intelligence.

3.2.2. Surveillance video security and personnel privacy. In video surveillance, due to the limited
storage and computing capabilities of smart terminals, surveillance video often needs to be transmitted
to edge nodes or even to cloud centers for processing. As a result, the surveillance video data is
exposed to the network, which can easily cause related problems such as data security and privacy
protection. Furthermore, during the implementation of deep learning, data needs to be transmitted
to computing capability centers such as edge clouds and cloud centers, also leading to security and
privacy risks. Therefore, in order to solve these problems, blockchain and federated learning have
been introduced into the framework of CMEC-BC-1VS, while research on this aspect in intelligent
video surveillance has rarely been seen.

3.2.3. Efficient integration of blockchain and mobile edge computing. Both blockchain and MEC
have distributed characteristics, and the integration between them has been explored and studied in
many application scenarios. The smart video surveillance architecture in the smart gardens requires
an effective and mature pattern of blockchain-empowered MEC model to support intelligent video
processing and surveillance security protection.

3.2.4. Implementation of Federal Deep Reinforcement Learning in edge computing networks. Edge
intelligence is a major trend in artificial intelligence research. How to implement deep learning infer-
ence and training at edge nodes is the core content of edge intelligence research. At the same time,
the noval federal deep reinforcement learning, with its unique advantages, plays an important role in
solving complex joint optimization problems in edge computing network scenarios.

4. Trends and Challenges. Based on the research situation of intelligent video surveillance and
video streaming service in recent years [63, 64], combined with the CMEC-based and blockchain-
empowered intelligent video surveillance system proposed in this article, we have given some research
trends and challenges for your reference only.

4.1. Research on the integration framework of blockchain and MEC. Blockchain and mobile
edge computing are both distributed structures. According to the task requirements in different ap-
plication scenarios, how to effectively integrate blockchain technology and mobile edge computing
network is a difficult problem to solve. Generally speaking, it can be done from two angles. On the
one hand, it is based on the mobile edge computing network and integrates blockchain technology
into the network. On the other hand, it is based on the blockchain technology architecture to apply
mobile edge computing to solve blockchain tasks.

4.2. Research on the fusion framework of deep reinforcement learning and federated learning.
In the intelligent video surveillance system network, how to apply deep reinforcement learning and
federated learning to the edge is a difficult problem to be solved urgently. Especially when the re-
sources of edge nodes are limited, how to implement deep learning training tasks well and obtain the
required task processing accuracy? Among them, the most critical is the actual deployment of deep
learning agents at the edge.

4.3. Deep learning training on the edge. The main research is how to use distributed storage and
computing devices to train edge intelligence models under the constraints of resources and privacy. In
general, it can be divided into two categories, distributed deep learning implementation in edge net-
works and federated deep learning implementation in edge networks. In the specific implementation
process, the impact of factors such as data privacy, actual low relevance of data, aggregation efficiency,
node heterogeneity and discrimination, etc., on the training effect should also be considered.

4.4. Deep learning model inference. This direction focuses on the actual deployment and reasoning
of deep learning in edge computing infrastructure to meet different requirements, such as latency and
accuracy. For example, streamlining deep learning model input, deep learning model segmentation in
the edge, and deep learning model structure optimization, etc.
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4.5. Data security and privacy protection at the edge. Due to the complexity and real-time nature
of the edge computing service model, the multi-source heterogeneity and perception of data, and the
resource-constrained characteristics of the terminal, the data security and privacy protection mech-
anisms in the traditional cloud computing environment are no longer suitable for the protection of
massive data at the edge . Data storage security, sharing security, computing security, dissemination
and control, and privacy protection are becoming more and more prominent.

5. Conclusions. This paper systematically has reviewed the MEC-based intelligent video surveil-
lance architecture, and has given a comparison of the research content and methods of representative
papers. The research content of the edge intelligent video surveillance system based on MEC is
divided into three aspects, namely intelligent video recognition processing, intelligent video trans-
mission and communication system, personal privacy and video data security. Based on the above
analysis, this paper has proposed a new clustered-MEC intelligent video surveillance system based
on federal deep reinforcement learning, and has given the innovation points of the system and specific
key tasks of system implementation. Finally, the main research directions and trends of intelligent
video surveillance research are given.

Based on the CMEC-based and blockchain-empowered intelligent video surveillance system and
FDRL-method proposed in the article, follow-up research will continue to build an edge intelligent
video surveillance simulation system to gradually improve the effectiveness and application of the
proposed CMEC-BC-IVS scheme.
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