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Abstract. Path planning of mobile robot has become a research hotspot in the fields
of automatic control, computer and artificial intelligence. The sampling-based method is
one of the most popular methods for path planning, among which BIT*(Batch Informed
Trees), a variant of RRT, is a typical one. However, it has to traverse the space to
find the first path, and will generate some redundant points which bringing a lot of re-
dundant angles. As BIT* is not optimal and the convergence is not fast enough, a new
sampling-based method, GSGC, is proposed to overcome these shortcomings in this paper.
It adds an alterable guided sampling function to increase sampling efficiency. To remove
redundant points, a gradual cutting function is presented to reduce the length of path and
improve processing efficiency. During pruning, the elliptical area is shrunk to reduce the
sampling space which improves the performance. The experimental results show that the
GSGC can spend less time to get an optimal solution with faster convergence than BIT*
and RRT*.
Keywords: Path Planning, Guided Sampling, Gradual Cutting, Optimization Algo-
rithm

1. INTRODUCTION. In recent years, the path planning problem of mobile robot has
attracted many experts to study [1, 2, 3, 4, 5]. The path planning of mobile robot aims to
plan a collision-free path from the initial point to the goal point satisfying the constraints
of the robot in the working environment with obstacles [6]. Path planning is divided into
two aspects: local search and global search.

There are two typical local search methods: DWA (Dynamic Window Approach) and
APF(Artificial Potential Field) [7]. The DWA considers robot motion performance, sam-
ples multiple sets of velocities in the velocity space and uses trajectory evaluation function
to get the optimal solution. The APF, proposed by Khatib, gives mobile robot a join force
which is composed of an attractive force of the goal point and a repulsive force of obstacle
areas. Nevertheless, they are both easy to fall into the local minimum problem [8].

The algorithms of global search mainly include graph-based methods, metaheuristic
algorithms and sampling-based methods [9]. Some graph-based methods, such as Dijk-
stra’s algorithm [10] and A* [11], are based on greedy strategy to get the optimal solution
and use dynamic programming [12] to precisely solve discrete approximation of the prob-
lem. Compared with A*, the Dijkstra’s algorithm has no directionality so that it is
low efficient [13]. The metaheuristic algorithms, which are based on swarm intelligence
heuristic method and natural phenomenon heuristic method, are also an important branch
of path planning. They can solve various optimization problems effectively without us-
ing mathematical formulas [14]. There are some classic metaheuristic algorithms, such as
PSO(Particle Swarm Optimization) [15], GA(Genetic Algorithm) [16] and DE(Differential
Evolution) [17]. A new algorithm, CSO(Cat Swarm Optimization) [18], imitates the be-
haviors of cats to improve PSO. It uses Seeking Mode and Tracing Mode to make PSO
globally optimal. Shih et al. proposed Hybrid GA(Hybrid-Genetic Algorithm) [19] to
improve GA. They developed an EEF(Exponential Effective Function) as a fitness func-
tion to solve the GPP(Glider Path-planning Problem). Dao et al. were inspired by the
pollination of bees and proposed an algorithm to get a minimization plan [20]. Compared
with the above, the DE algorithm is powerful and easy to implement [21]. QUATRE-
EAR [22] is an enhanced structure of DE with less control parameters which greatly
accelerates computing speed. Zhang et al. proposed a short-term traffic flow prediction
algorithm, QGA-LVQ [23], to forecast the changes of traffic flow in urban networks, which
was applied in smart city management. Song et al. proposed the Phasmatodea popula-
tion evolution algorithm (PPE) to deal with optimization problems in the N-dimensional
decision space [24], which had the potential to tackle complex path planning.
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Others, known as informed algorithms, such as A* and IAFMT*( Informed Anytime
Fast Marching Tree) [25], use heuristic to estimate the cost of the solution and have been
widely studied. The sampling-based methods, which have the properties of probabilistic
completeness and asymptotic optimality, can find the solution if there exists a feasible
path. And they especially perform well in high-dimensional space. The typical repre-
sentatives are PRM(Probabilistic Roadmaps) [26] and RRT(Rapidly-exploring Random
Trees) [27]. In the early 1990s, Overmars et al. proposed a multiple query algorithm,
PRM. It uses random points to construct a roadmap in the free space of a given map and
connect them with each other. As PRM requires prior knowledge of the environment which
is not always known in advance in real world, it does not always work well. The RRT, a
landmark algorithm [28], is proposed as a single query algorithm which constructs a tree
from the start point and explores the space by growing the tree using random points. It
has better efficiency than PRM. Subsequently, many algorithms are proposed to improve
RRT. RRT-connect [29], which a double tree is added to RRT, uses a greedy heuristic to
speed up connection between vertexes. It builds two trees simultaneously, one from start
point, and the other from goal point. Since neither RRT nor RRT-connect considers the
cost of the solution found, neither of them is optimal. Karaman et al. proposed RRT* [30]
which adopts the ChooseParent and Rewire procedures as an optimization model to find
an optimal path. Yi et al. proposed Homotopy variant algorithm, HARRT*(Homotopy
Aware RRT*) [31], which is on the basis of B-RRT*(Bidirectional RRT*) [32]. The algo-
rithm uses artificial interference to plan the path from one topological space to another.
However, when the number of nodes is too large, the memory consumption and calcu-
lation amount of the algorithm will increase exponentially [33]. Nasir et al. proposed
RRT*-Smart [34] which applies intelligent sampling and path optimization function to
improve the problem of slow convergence of RRT*. Another RRT# is proposed by Ar-
slan et al. [35] The nodes with low weight in the random tree are selected through global
reprogramming and the local shortest path segments are generated as part of the global
path. The pure exploration is the main reason for the slow convergence rate of RRT* [36].
Therefore, the APF is advised to solve this problem. The algorithm, P-RRT*, which the
APF is added to RRT* [37], gives a direction for samples generation.

Subsequently, the concept of graph search is introduced into the sample-based planner
in some algorithms. The Anytime RRTs applies heuristics to improve the search by bias-
ing sampling [38]. Inspired from above, the SBA* (Sampling-based A*) [39] is designed by
improving RRT* with A*. The sampling heuristic method of node rejection has attracted
a lot of attention. Informed RRT* [40] which inspired by node rejection uses the informa-
tion of the current solution to create an elliptical area to constrain the sampling space and
improve the performance significantly than RRT* [41]. Informed RRT*-connect [42] uses
the concept of Informed RRT* and RRT-Connect to build double trees to offer low-cost
solutions with fewer iterations. BIT*(Batch Informed Trees*) [43] handles samples with
batches and uses the evaluation function to sort vertexes and edges. Though it can find a
better solution than Informed RRT*, there are still some problems in BIT*. One is BIT*
has to traverse the entire space which takes more time when finding the first path. And
sometimes, it will generate a lot of bending angles. As a result, the BIT* is not optimal
and the convergence is not fast enough.

This paper proposes an improved algorithm, GSGC (Guided Sampling and Gradual
Cutting), for robot path planning. The algorithm introduces guided sampling, gradual
cutting function and tunable parameters of the ellipse area. The attractive potential field
is used to let the goal point guide the direction of the new sampling in the tree model.
The GSGC can find the first path with fewer iterations and find the path quickly in the
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complex environment. Meanwhile, it can quickly converge to the optimal state, especially
in high dimensions.

The rest of this article is organized as follows. Section II gives some problem definitions;
Section III introduces some prerequisites of the algorithm and describes the process of the
algorithm; Section IV proves some properties; Section V presents the simulation results;
Section VI makes a summary and explains the future work.

2. PROBLEM DEFINITIONS. To explain the principle of the algorithm, some def-
initions are given similarly to [30]: Let X ⊆ Rn be the configuration space of the path
planning problem, where n ∈ N , n ≥ 2 . Let Xobs ⊂ X be the obstacle area, and
Xfree = X\Xobs represent the obstacle-free area. Let xinit ∈ Xfree be the initial point,
xgoal ∈ Xfree be the goal point, σ : [0, 1]→ X be a sequence of states, called a path.

A path planning is to find a feasible path satisfying σ : [0, 1] → X, if and only if
σ(0) = xinit and σ(1) = xgoal. The problem is described as follows.

Problem 1(Feasible Planning). For a problem of path planning, if a feasible path can
be found, there is feasible planning, or reports failure.

Problem 2(Optimal Planning). The optimal planning is to find a path with minimal
cost.

Problem 3(Fast Planning). The fast planning is to find a feasible path with the
minimal time.

A discrete set of points in the X can be seen as an implicit graph. A probabilistic
model called RGG (random geometric graph) is used to describe the properties of the
graph when these points are randomly sampled. The relative geometric positions of
vertexes determine the edges between vertexes in an RGG. Sampling-based methods can
be regarded as algorithms to build an implicit RGG model and explicit tree [44].

3. GUIDED SAMPLING AND GRADUAL CUTTING(GSGC).

3.1. Overview of the proposed algorithm. In this paper, we define an RGG model
with edges using random samples including the initial point and goal point in the free
space. The parameter, r, in the RGG model is chosen to reduce the complexity of the
graph and keep asymptotic optimality [45]. A heuristic is used to build an explicit tree
from the initial point to goal point (Figure 1(a)). The edges in the explicit tree are
collision-free. When the feasible path is found or no longer expanded, it will conclude a
batch (Figure 1(b)). Subsequently, more samples are added to construct a denser RGG
model, which will get a better solution than that has been found. Next, the style of
LPA* [46] is used to update the explicit tree(Figure 1(c)). The tree model stops growing
when there are no better solutions, no more collision-free edges, or reaches maximum
iterations (Figure 1(d)).

In Figure 1, the initial point is shown as green, while the goal point is red. The gray
lines and dots in the ellipse area contain better solutions. The feasible path is shown as
a red line in the current state. (a) shows the first batch of samples that the GSGC deals
with. (b) shows the first feasible path that the GSGC has found. Then in the ellipse area,
the GSGC begins to deal with the next batch of samples and finds the better feasible
path in the current state as shown in (c) and (d).

3.2. Preliminaries. Let the function g′(x) represent the admissible estimate of cost-to-
come between the initial point xinit and the current point x ∈ X. Let the function h′(x)
represent the admissible estimate of cost-to-go between the current point x and the goal
point xgoal. The function f ′(x) denotes an estimate of the movement cost of the path
from the initial point xinit through the current point x to the goal point xgoal , namely the
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(a) (b)

(c) (d)

Figure 1. The major process of GSGC.

sum of g′(x) and h′(x). A subset of vertexes which can improve the current best solution
cost, cbest, is given as follows

Xf ′ = {x ∈ X | f ′(x) ≤ cbest} (1)

The explicit tree model is defined as T = (V,E). V ⊂ Xfree are vertexes in the tree
model, and E = {(v, w)} are edges that connect two points v, w ∈ V in the tree model.

The function gT (x) represents the actual cost-to-come between the initial vertex and
the current state vertex x ∈ X in the current tree model T . We suppose that a vertex
not in the current tree or unreachable has a cost of infinity.

Any state vertex satisfies the formula as follows

g′(x) ≤ g(x) ≤ gT (x) (2)

where g(x) is actual optimal cost of the current x ∈ X.
The function c′(x, y) and c(x, y) represent the estimate of the cost and the actual cost

of the edge between the state vertexes x, y ∈ X, respectively. If the edge intersects the
obstacle, it has a cost of infinity.

So any x, y ∈ X satisfies the following formula

c′(x, y) ≤ c(x, y) ≤ ∞ (3)

However, it is expensive to calculate c(x, y), because it needs differential constraints,
collision detection and so on.
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Figure 2. The diagram of guided sampling.

3.3. Procedure of the proposed algorithm. The proposed algorithm, GSGC, is pre-
sented in Algorithm 1-3. It is similar to BIT* as presented in [43], with the updated lines
5,6,34 in Algorithm 1 and the addition of Algorithm 2-3. For simplicity, the proposed
algorithm selects the model of an r − disc RGG. The purpose of the algorithm is to find
a feasible path connecting the goal point from a single initial point, and the path can
converge to the optimal state.

The algorithm adopts the basic structure of BIT*. It improves the method of sampling,
reduces the sampling area and cuts the path to get better performance of planner. It sets
a tunable parameter to reduce the sampling area (Algorithm 1; Line 5) and introduces
guided sampling function (Algorithm 1, Line 6; Algorithm 2) to change the method of
sampling to get more efficient. It can also improve the performance of getting the first so-
lution. When the algorithm stops, GradualCutting() function will remove the redundant
vertexes to improve the final solution (Algorithm 1, Lines 34; Algorithm 3).

3.3.1. Initialization. At first, the initial point xinit and the goal point xgoal are put into
the set of points V and the set of unconnected samples Xsample respectively (Algorithm
1, Line 1 ). The tree model is grown from xinit to xgoal by an orderly queue of edges QE

in RGG model. These edges are composed of a vertexes expansion queue QV . The edges
queue QE, and vertexes queue QV are initialized (Algorithm 1, Line 2 ).

3.3.2. Guided sampling. To improve sampling efficiency, a guided sampling function,
GuidSample(), is constructed. The new sample points are generated by GuidSample()
function. The detailed procedure is presented in Algorithm 2.

In the algorithm, we introduce the attractive potential field [7] for sampling. New
sample points are generated randomly. Only the points in the ellipse, eclip, will be
selected and the search direction is guided by the function DirectGuid(). Therefore, it
can avoid traversing the entire ellipse. We set and increase attractive parameter, kp, when
the obstacle is far from the current position so that the current point can approach the
goal quickly. If the obstacle is close, the attractive parameter is reduced. The algorithm
can guide the new sample points to move toward the goal, as shown in Figure 2.
RandGrow(x) is random growth function for generating new sample point

xrand = RandGrow(x) (4)

We introduce the attractive potential field, defined as

U =
1

2
· kp · ‖xrand − xgoal‖2 (5)
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Algorithm 1 : GSGC(xinit ∈ Xfree,xgoal ∈ Xfree)

1: V ← {xinit} ;E ← ∅;Xsamples ← {xgoal};
2: QE ← ∅;QV ← ∅; r ←∞;
3: repeat
4: if QE ≡ ∅; and QV ≡ ∅; then
5: Prune(gT (xgoal));

6: Xsamples
+← GuidSample (xgoal ,m);

7: Vold ← V ;
8: QV ← V ;
9: r ← radius (|V |+ |Xsamples|);

10: end if
11: while BestqueueCost(QV ) ≤ BestqueueCost(QE) do
12: ExpandV ertex(Bestinqueue(QV ));
13: end while
14: (vm, xm)← BestInqueue(QE);

15: QE
−← {(vm, xm)};

16: if gT (vm) + c′ (vm, xm) + h′ (xm)<gT (xgoal) then
17: if g′ (vm) + c (vm, xm) + h′ (xm)<gT (xgoal) then
18: if gT (vm) + c (vm, xm)<gT (xm) then
19: if xm ∈ V then

20: E
−← {(v, xm) ∈ E};

21: else
22: Xsamples

−← {xm};
23: V

+← {xm} ;QV
+← {xm};

24: end if
25: end if
26: end if
27: E

+← {vm, xm};
28: QE

−← {(v, xm) ∈ QE | gT (v) + c′ (v, xm) ≥ gT (xm)};
29: else
30: QE ← ∅;QV ← ∅;
31: end if
32: until STOP;
33: T = (V,E);
34: return T ′ ← GradualCutting(T );

subject to the constraint

kp =

{
kp1 if (‖xobs − xrand‖) ≤ d
kp2 if (‖xobs − xrand‖) > d

(6)

where kpi(i = 1, 2) are attractive parameters, which are selected according a threshold
value, d, the distance between the current position and the nearest obstacle (Algorithm
2, Line 5). The ‖.‖ is the distance between two points.

The gradient of U is kp · (xrand − xgoal), which is the fastest direction to the goal for
xrand. Therefore, we define a direction guidance function of vertex x as follows

DirectGuid(x) = λ · kp · (xrand − xgoal) (7)

where λ is random step size.
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Algorithm 2 : GuidSample(xgoal,m)

1: K = 1;
2: while K ≤ m do
3: xrand ← RandGrow(x);
4: if PointInEllipse(xrand, eclip) then
5: d← dis(xrand, xobs);

6: ~Fatt ← DirectGuid (xrand, xgoal, d);

7: xnew ← xrand + ~Fatt;
8: K = K + 1;
9: end if

10: end while

minc
initx goalx2

min
2 ccbest 

bestc



Figure 3. The ellipse area.

The new vertex is generated as follows

xnew = xrand +DirectGuid(x) (8)

So far, m new sampling points are generated in a batch. The ellipse is defined in
Prune() function, which is detailed as follows.

3.3.3. Building of Ellipse in Pruning. A new batch (Algorithm 1, Lines 4-10) begins when
the queues are empty. During pruning, the configuration space is limited to an ellipse
area to improve performance obviously [40]. The ellipse is built as shown in Figure 3.

The xinit and xgoal are focal points of ellipse. In this paper, a tunable parameter, γ, is
added to reduce ellipse area. The major axis of ellipse is defined as

2a =
cbest
γ

(9)

where γ = 2kp, kp is attractive parameter.
The minor axis of ellipse is defined as

2b =
√
c2best − c2min (10)

where cmin is the distance between xinit and xgoal.

3.3.4. Edge selection and processing. The major procedure of edge selection is similar to
BIT*. When the movement cost of vertexes and edges are obtained, they will be sorted
in ascending order and added to the QV and QE respectively. While the estimated cost
of the best vertex in the queue QV is less than the estimated cost of the best edge in the
queue QE, the vertex will be expanded into the edge queue. The best edge in the queue,
(vm, xm), is removed for processing. Then the edge processing compares the cost and
judges whether the edge (vm, xm) is optimal or not. If it does, it needs further processing
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for xm and the edge to xm. If xm is in the tree model, it needs to remove the edge to xm.
Otherwise, it requires moving xm from Xsamples to QV and QE for expansion.

The process will stop if there are no better solutions, no more collision-free edges or
reach maximum iterations. Otherwise, repeat the process above until the algorithm stops.
(Algorithm 1, Line 32).

3.3.5. Gradual Cutting (Algorithm 1, Line 33-34; Algorithm 3). The process above often
generates a lot of bending angles, which brings redundant vertexes in the path. Therefore,
we design Algorithm 3 to remove the redundant vertexes and get an optimal solution.

Algorithm 3 : GradualCutting()

1: i = 1;
2: while i ≤ num(V ) do
3: j = num(V ) ;
4: while j ≥ i do
5: if obstacle.intersects(xi, xj) true then
6: j = j − 1;
7: else
8: for each k = i+ 1 to j − 1 do
9: if xk /∈ QRM then

10: QRM
+← xk;

11: end if
12: end for
13: end if
14: i = j;
15: end while
16: end while
17: E = reconnect(V );
18: T = (V,E);
19: return T ;

The gradual cutting operation starts forward from the first vertex, denoted as xi, and
backward from the last vertex, denoted as xj, to check whether the line between the two
vertexes collides with the obstacles or not, as shown in Figure 4. If a collision occurs, the
vertex xj is retained and scans next one xj−1, then set xi = xj−1, as shown in Figure 4(a).
If there is no collision, the vertex xj is retained and all the vertexes between xi+1 and xj−1
will be cut and moved to a set, QRM (Algorithm 3, Line 10), then set xi = xj, as shown
in Figure 4(b). The operation will be repeated till all the vertexes in V are traversed.
Finally the remaining vertexes will be reconnected and put to tree model T .(Algorithm
3, Lines 17-18). After gradual cutting, redundant vertexes in the path can be effectively
removed. It can reduce the length of path and improve processing efficiency.

4. ANALYSIS. In this section, we will prove some properties of the algorithm GSGC.
Definition 1(Probabilistic Completeness) Suppose there are a set of parameters xinit,

xgoal and xobs. For any path planning algorithm which has a feasible solution, we can say
the algorithm has the property of probabilistic completeness if n samples satisfy:

lim
n→∞

P
({
V algorithm
n ∩ xgoal

}
6= ∅
)

= 1 (11)

It means the algorithm can return the graph includes a path from xinit to xgoal without
xobs.
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Figure 4. The gradual cutting process of path.

Theorem 1(Probabilistic Completeness of GSGC). For GSGC which has feasible so-
lution, if it has n samples satisfying limn→∞ P

({
V GSGC
n ∩ xgoal

}
6= ∅
)

= 1 in current
solution, there must exist a feasible path that connects the xinit and xgoal given enough
time and iterations.

Proof: The RRT* has been proved to have the property of probabilistic completeness
by Karaman et al. [30] This property is inherited by BIT* which is based on RRT* and
Gammell et al. have proved that [43]. In the sample points selection, GSGC adds a guide
strategy that changes the way of generation, but it keeps the connectivity of the tree like
RRT* and BIT*. So GSGC also has the property of probabilistic completeness.

Definition 2(Asymptotically Optimality) Given a set of parameters xinit, xgoal and
xobs. For any path planning algorithm which has a feasible solution, if the algorithm
returns a minimum movement cost of the solution with n samples satisfying:

P
(

lim
n→∞

sup calgorithmbest = c∗
)

= 1 (12)

where calgorithmbest represents the movement cost of the best solution found by the algorithm,
c∗ is the movement cost of the optimal solution, we say the algorithm has the property of
asymptotic optimality.

Theorem 2(Asymptotically Optimality of GSGC). For the GSGC which has a feasible
solution, if it has n samples satisfying

(
limn→∞ sup cGSGC

best = c∗
)

= 1, namely the algorithm
GSGC will always find a feasible path approximating the optimal solution from xinit to
xgoal.

Proof: Karaman et al. have proved in their work that the RRT* can converge asymp-
totically to the optimal feasible solution in n random distribution samples. In the process
of RRT*, it handles each sample independently and considers all the edges that less than
length r. The BIT* handles samples with batches, however it processes the edges same
to RRT*. The GSGC follows the same process as the BIT*. So the GSGC also has the
property of asymptotically optimality.

5. EXPERIMENT. The experiments were carried out in the simulated scenarios on a
laptop with 8 GB of RAM and an Intel i5-9300H processor. The GSGC was compared
with the BIT* and RRT* using evaluation benchmarks: length of path, run time, the
effectiveness of gradual cutting and the convergence of iteration. The simulation platform
is PyCharm with python 3.8. We used three different types of maps to simulate the
real environment in Figure 5. Figure 5(a) is a narrow passage. Figure 5(b) is a simple
environment. Figure 5(c) is a complex environment.

To keep the experiments consistent, the simulation parameters were set same for the
three algorithms. The size of map is 240*240. The kp1 is 0.6 and kp2 is 6. The three
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(a) MAP1: The single narrow
passage

(b) MAP2: The simple envi-
ronment

(c) MAP3: The complex envi-
ronment

Figure 5. The different types of map in the experiments.

Table 1. The time cost and path length when passing narrow passages in
Figure 6.

MAP Algorithm time(s) pathlength

GSGC 8.17 165.21
MAP1 BIT* 10.4 167.27

RRT* 25.32 235.35

GSGC 4.81 88.21
MAP2 BIT* 8.45 91.39

RRT* 23.49 119.48

GSGC 7.87 63.59
MAP3 BIT* 10.06 65.54

RRT* 34.21 93.06

algorithms have identical initial points and goal points. For each experiment, we randomly
selected 10 groups of points, and the experimental results were averaged.

5.1. Fundamental performance. The time cost and path length are two basic indexes
in path planning for a robot. The better performance means using less time to find a
shorter path. We considered some specific scenarios. The first one is the narrow area,
which is difficult for a robot to pass. There are narrow passages in the three maps. The
second one is the robot starting from the inside of the environment. The third one is the
robot crossing the entire environment. The results were shown in Table 1-3 and Figure
6-8. The GSGC spent the shortest time to find the goal point with the shortest length of
path among the three algorithms.

5.2. The effectiveness of gradual cutting. Generally, path planning tends to generate
redundant points so that it will not be optimal. The GSGC adds a gradual cutting function
to obtain local optimization. It can remove the redundant points efficiently and reduce
bending angles. The experiments showed that the GSGC achieved local optimization since
it has the least number of bending angles compared with BIT* and RRT* , as shown in
Figure 9-10.

5.3. The convergence of iteration. As BIT* has a higher likelihood to find a better
solution and converge faster towards the optimum than RRT* [43], we only carried out
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(a) GSGC (b) BIT* (c) RRT*

(d) GSGC (e) BIT* (f) RRT*

(g) GSGC (h) BIT* (i) RRT*

Figure 6. The experiments that robot passing narrow passages in different
environments.

Table 2. The experimental results that the robot starting from the inside
of the environments in Figure 7.

MAP Algorithm time(s) pathlength

GSGC 14.33 150.56
MAP2 BIT* 16.8 154.87

RRT* 45.99 174.84

GSGC 19.53 183.81
MAP3 BIT* 23.45 185.73

RRT* 56.87 220.27
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(a) GSGC (b) BIT* (c) RRT*

(d) GSGC (e) BIT* (f) RRT*

Figure 7. The experiments that the robot starting from the inside of the environments.

Table 3. The experimental results that the robot crossing the entire en-
vironments in Figure 8.

MAP Algorithm time(s) pathlength

GSGC 30.2 255.6
MAP2 BIT* 60.33 257.32

RRT* 82.85 343.2

GSGC 45.63 270.38
MAP3 BIT* 65.21 272.07

RRT* 75.26 387.56

the comparisons between ours, GSGC, and BIT* in this section. We selected four kinds
of scenarios of MAP2 and MAP3 to compare the convergence of GSGC and BIT* in
Figure 7-8. As shown in Figure 11-12, the convergence curve represents the path length
versus iteration times.We can see that the GSGC converges faster than BIT* and obtains
the optimal path with less iterations. We also can find that BIT* is more unstable than
GSGC since the convergence curves of BIT* fluctuate during iteration. Therefore, GSGC
has faster and more stable convergence performance than BIT*.

6. CONCLUSION. This paper presents a new path planner, GSGC, that introduces
the attractive potential field to guide the new sample points to move toward the goal. The
sampling ellipse area is shrunken according to the attractive parameters, which improves
the path searching performance. Ultimately, the gradual cutting is used for trimming
the redundant vertexes in the path. As demonstrated on simulated experiments, GSGC
achieves the shortest path with least time cost, compared with BIT* and RRT*. After
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(a) GSGC (b) BIT* (c) RRT*

(d) GSGC (e) BIT* (f) RRT*

Figure 8. The experiments that the robot crossing the entire environments.

(a) GSGC (b) BIT* (c) RRT*

Figure 9. The turning at corners in MAP1.

(a) GSGC (b) BIT* (c) RRT*

Figure 10. The turning at corners in MAP2.
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(a)

 

(b)

Figure 11. The convergence curve: (a)The process of iteration in Figure
7 (a), (b); (b)The process of iteration in Figure 7 (d), (e).

 

(a)

 

(b)

Figure 12. The convergence curve: (a)The process of iteration in Figure
8 (a),(b); (b)The process of iteration in Figure 8 (d),(e).

gradual cutting, the path is further optimized. In the aspect of convergence of iteration,
GSGC converges faster and more stably than BIT* which outperforms RRT*. Although
the GSGC is an effective improvement, it also has some limitations. The GSGC has not
been applied to a real robot, so it lacks consideration of kinematics constraints of robots.
In the future, we will test the algorithm in robots and work more to improve it.
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