
Journal of Network Intelligence ©2022 ISSN 2414-8105 (Online)

Taiwan Ubiquitous Information Volume 7, Number 1, February 2022

A Bi-direction LSTM Attention Fusion Model for the
Missing POI Identification

Lyuchao Liao

Fujian Provincial Universities Key Laboratory of Industrial Control and Data Analysis
Fujian Provincial Universities Engineering Research Center for Intelligent Driving Technology

Fujian University of Technology
Fuzhou 350118, China

fjachao@gmail.com

Jinmei Lin*

Fujian Provincial Universities Key Laboratory of Industrial Control and Data Analysis
Fujian Provincial Universities Engineering Research Center for Intelligent Driving Technology

Fujian University of Technology
Fuzhou 350118, China

*Correponding Author:linjinmei387@gmail.com

Yintian Zhu

Fujian Provincial Universities Key Laboratory of Industrial Control and Data Analysis
Fujian Provincial Universities Engineering Research Center for Intelligent Driving Technology

Fujian University of Technology
Fuzhou 350118, China
2469354563@qq.com

Shuoben Bi

School of Geography and Remote Sensing
Nanjing University of Information Science and Technology

Nanjing, 210044, China
bishuoben@163.com

Yuyuan Lin

Fujian Provincial Universities Key Laboratory of Industrial Control and Data Analysis
Fujian Provincial Universities Engineering Research Center for Intelligent Driving Technology

Fujian University of Technology
Fuzhou 350118, China

2201905137@smail.fjut.edu.cn

Received October 2021; revised December 2021

161



162 L. Liao, J. Lin, Y. Zhu, S. Bi and Y. Lin

Abstract. Point-of-interest(POI) check-in data, collected from human mobility, pro-
vides an excellent opportunity to understand users’ behavior. However, the collected data
usually suffer from various quality issues, especially the missing geolocation informa-
tion. The incomplete POI data will prevent a deep analysis of users’ preferences and
movement patterns and limit its practical application. To address these issues, emerg-
ing studies are conducted to predict the missing POIs. Nevertheless, existing methods
generally employed history information from a single-direction perspective for POI rec-
ommendation or prediction. Considering that the missing POI identification tasks si-
multaneously require both former and later data of the missing target, we proposed a Bi-
direction LSTM Attention Fusion model, named Bi-LAF, to combine users’ preferences
with spatial-temporal patterns identifying the missing POI check-ins. Firstly, Bi-LAF
integrates both Long Short-Term Memory(LSTM) and self-attention mechanisms to ex-
plore and combine users’ preferences and the time patterns of missing POI. Then, we
employ the Great Circle Distance(GCD) and time intervals of the successive moment to
learn the relationships between missing POI and candidate POIs. Finally, users’ prefer-
ences and spatial-temporal relationships are spatialized to complete the identification task
of missing POIs. The proposed model is evaluated on two real large-scale datasets, and
the results show that Bi-LAF outperforms the state-of-the-art related methods.
Keywords: Missing POI, LSTM, Self-attention, POI recommendation

1. Introduction. With the popularity of the Global Positioning System(GPS), Location-
based Social Network (LBSN) has gained rapid growth and popularity in recent years.
These services enable millions of users to check in at real-world locations and share life
experiences on various platforms. The data accumulated from LBSN provide an excellent
opportunity to understand users’ preferences and mobile patterns for improving users’
experience and service quality, and recently a large amount of users’ trajectory data are
widely used in various fields.In a narrow sense, the trajectory data refers to continuously
sampled GPS data. Generally, sequences that exist with spatial-temporal characteristics
could be called trajectories. For example, users’ check-in sequences on social networks
could be considered coarse-grained trajectory data. Accurate trajectory data usually play
an essential role in improving user-centered related applications, including POI recom-
mendations, city planning, and route optimization. What’s more, the trajectory data
could also facilitate targeted advertising and help merchants to attract more potential
customers.

However, the missing POI check-ins in mobile data usually bring challenges for engineers
and researchers. In reality, users’ mobile data are generally incomplete due to the lack of
spatial information or the protection of personal privacy. For example, users are unlikely
to check in every time they visit a location, or users are reluctant to disclose some check-
ins information, resulting in the records of fake information and the absence of true POI
check-ins. The missing records in mobility data hide useful information potentially, which
may negatively affect the further analysis of users’ preferences and movement patterns.
Therefore, identifying the missing POIs is an essential and challenging task for improving
mobile services.

If POI data exists missing situation, most studies related POI are restricted. The
missing of location information results in the deficiency of quality issues, or worse, users
understanding. Since the existence of false data in the data set is not excluded, it’s
trouble to replace or get rid of it. For example, it is unreasonable to occur the case that
the geographical location of the before and after check-in data is far away, but the time
interval is short. On the other hand, the task of missing location identification can be
appliede in the public security work to help polices to get trace of crime or in analysis
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cases of missing persons. What’s more, it’s useful to verify the travel path during the
outbreak. In this paper, we focus on missing POI check-in identification. In other words,
the main of our work is to predict the specific location which can represent where the user
is most likely to go at a specific time.

In the literature, Most of the POI-related studies focused on the POI recommendation
with traditional methods. Specifically, Matrix Factorization(MF) is used widely for POI
recommendations. For example, Baratchi et al. [1] proposed an LGLMF model to inte-
grate logical matrix decomposition for improving users’ active area accuracy and location
relevance within the area. Cheng et al. integrated social information and geographical
influence into the MF framework for the POI recommendations [2].

The traditional missing data identification methods are mainly evolved from the lower-
dimensional data with traditional machine learning methods [3]. For example, Tu [4] used
Bayes algorithm to implement the task of prediction. Kang et al. [5] proposed Gaussian
process regression (GPR) for the problems of uncertain measurment. Inspired by the
great success of deep learning techniques in various research areas, Recurrent Neural
Networks (RNN) and Generative Adversarial Networks (GAN) have also been applied to
the field of missing data identification [6]. For example, RNN and its variants, such as
LSTM [7] and Gate Recurrent Unit(GRU) [8], have been used to explore the dynamic
preferences of users. Recently, more models regarding spatial-temporal contexts have
been proposed for applications regarding POI. For example, the ST-RNN [9] is proposed
to model each layer’s local time and spatial context with a specific time transformation
matrix and a certain distance transformation matrix; Bi-STDDP [10] integrates the global
spatial and local time effects and users’ dynamic preferences as another successful example
for the missing POI identification. What’s more, Bi-G2AN [11] combines GAN and GRU
networks to explore the distribution of missing POI in the velocity-oriented motion pattern
mining.

Even though the task of missing POI identification plays an important role in the field
of POI and analysis of users’ behavior, few most related studies have been introduced to
deal with the topic. On the macro perspective, these methods mentioned above only use
the history check-ins information for future prediction or recommendation from a single
direction perspective, and the high dimensional non-linear complexity barrier these tra-
ditional methods from performance improvement and the large-scale applications. There
exist Bi-STDDP and Bi-G2AN which are successful method for solve missing problems.
However, the former only uses embeddding layer to get superficial features in POI while
the check-ins data can be mined more potential meanings. Bi-G2AN considers more fa-
tors in the model, including the speed and motor pattern, which are more suitable for
trajectory data of cars, not POI check-ins data. All in all, the two methods perform good
results in the missing problems.

To address these issues, we propose a novel Bi-direction LSTM Attention Fusion model,
named Bi-LAF, for the missing POI identification, which adapts users’ preferences and
spatial-temporal information by a bidirectional LSTM with attention. The bidirectional
model is more suitable for solving the problem using more information, which utilizes the
information both before and after the missing POI to combine LSTM and self-attention
mechanisms for exploring users’ preferences. In order to further mine users’ preferences,
the time pattern of target missing POI and users’ unique feature are taken into account in
the model. We use the Great Circle Distance (GCD) [12] and time intervals of the succes-
sive moment to learn the relationships between missing POI and candidate POIs. Finally,
users’ preferences and spatial-temporal relationships are spatialized for the missing POI
identification.

The main contributions of this work are as follows:
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1 We adapt a bidirectional sequence to explore users’ preferences by LSTM and at-
tention fused, Then use spatial-temporal information to capture the relationship
between missing POI and candidate POIs for the missing POI identification.

2 Unlike previous traditional POI recommendation and prediction models, which only
use historical sequences, we propose a reversed LSTM learning in the Bi-LAF so that
the bidirectional sequences can tend to be the target.

3 Extensive experiments have been conducted on two real datasets. The results show
that the proposed model outperforms the state-of-the-art related methods.

2. Related work. The most relevant work for missing POI identification could be sum-
marized as two aspects: the spatial missing data recognition and POI recommendation.
This section will make a brief introduction of the related works in these two aspects.

2.1. Spatial Missing Data Identification. Missing data filling is an essential task in
data analysis. Some classical statistical methods, such as zero fillings and mean filling, are
usually employed to fill missing data [13]. Although these methods based on statistical
technology are easy to implement, their performance is limited. Many machine learning
methods are also used to complete missing data, such as standard K-means clustering
and fuzzy C-means clustering [14]. With the development of deep learning, the methods
based on RNN and GAN are further promoted and applied. These methods could fill
the missing data in space, but they are not designed for spatial perception problems in
essence. Neighborhood-based and collaborative filtering methods play a dominant role
[15, 16]. In addition, some successful spatial-temporal models are proposed for time series
data [17], such as users’ dynamic preferences combined with global spatial and local
temporal influence in Bi-STDDP [10]. In [11], spatial-temporal effect and local movement
information were used to learn dynamic preferences, and GAN and GRU were combined
to identify missing POI.

2.2. POI Recommendation. Many previous studies utilize Collaborative Filtering [18]
to learn users’ preferences for POI, including Memory-based CF methods and Model-
based CF methods. Matrix Factorization is used in POI recommendations gradually.
Models based on MF depend on strong assumptions of independence between different
factors. Like [19], multi-labels, social and geographic data is modeled individually and
then fused into the matrix decomposition framework. POI recommendation differs from
product recommendation and movie recommendation tasks. POI recommendation mainly
uses historical check-ins, including valuable information in space and time, to predict the
following location. In comparison, tasks such as product and movie recommendations pay
more attention to the users’ rating of items for learning users’ preferences degree.

All in all, sequence information plays a vital role in the recommendation. In [20],
the proposed Factorization Personalized Markov Chain(FPMC) combines Matrix Factor-
ization and Markov Chain for sequence prediction, extended by embedding personalized
migration and local regions. Chen et al. [21] focus on spatial and temporal irregularities
between successive POIs to learn the complex relationships between sequence transitions.

In recent years, neural network-based methods have been successfully extended to POI
recommendation and location prediction. Kong et al. [6] mix spatial-temporal effects
into LSTM to solve the problem of data sparsity. By enhancing the LSTM-based frame-
work, [22-24] design novel methods for different fields. Sun et al. [25] propose a new
model consisting of a non-local network for long-term preferences and a geographically
extended recurrent neural network for short-term preferences modeling. Similarly, in [26],
long-term and short-term preferences are considered. The proposed model utilizes an
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attention mechanism to mine the former. At the same time, LSTM for the latter im-
plements the following POI recommendation. Yu et al. [27] develop a category-aware
depth model, which integrates POI categories and geographical factors to reduce search
space. Liu et al. [9] proposed a spatial-temporal recurrent neural network, which uses
RNN architecture to learn the sequential transition. These methods mostly adapt past
information to interpolate potential POIs, and this information are usually insufficient to
identify the missing POIs.

3. Problem Modelling. This section first illustrates the problem of missing POI check-
in identifiers and then details the problem modeling.

3.1. Relevant definitions. Some definitions.
Definition 3.1.1. U = {u1, u2, . . . , ui, . . . , uN} is a set of users, P = {x1, x2, . . . , xj, . . . , xM}
is a set of POIs.
Definition 3.1.2. (POI) POI is a unique location with two attributes: identifiers and
geographical coordinates ( latitude and longitude ). A POI position xj can be expressed
as {lat, lon}.
Definition 3.1.3. (Check-ins) Check-ins record is defined as all POI positions which
the user visit at a definite time. A user’s check-in record can be expressed as Cu ={
xut1 , x

u
t2
, . . . , xutT

}
, where T means the numbers of the user’s check-in record.

3.2. Missing POI Identification problem. Assuming that there exists a missing state
xutt at time stamp tt in the check-ins of user u, the research aims to identify xutt . The

problem could be expressed by using the check-ins
{
xutt−l

, xutt−l+1
, . . . , xutt−1

}
before tt and{

xutt+1
, xutt+2

, . . . , xutt+l

}
after tt to implement the missing POI identification at the time tt.

Where l represents l check-in records before and after target POI check-in.
For example, assuming the trajectory of a user is shown in Figure 1. We focus on

identifying the missing POI from 6 p.m. to 10 p.m., using the past and future information
of the missing POI to find the most likely POI.

Figure 1. Problem Diagram

4. Model. Previous studies on POI recommendation or location prediction only focus
on the past information records of the target POI, which is limited. The missing POI
identification in this work focuses on the past history information and has a close rela-
tionship with the future check-in information of the target POI. To this end, we propose
a model named Bi-LAF for the missing POI identification.
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4.1. System Framework. The system framework of the Bi-LAF model is shown in
Figure 2. This model combines historical and future two-way check-in records of target
missing POI with LSTM and a self-attention mechanism to explore users’ preferences.
Furthermore, the target time pattern and users’ unique features are taken into account
for further mining users’ preferences. As for the check-ins information after the target
POI, the future sequence information reversed process is carried out to make bidirectional
check-ins information to target POI.

Considering that the geographical and time interval affect the missing POI, we utilize
GCD and time intervals to evaluate the relationships between missing POI and candi-
date POIs, shown as GCD-T in Figure 2. Finally, the spatial transformation of users’
preferences and relationships into the same space accurately identifies missing POI at a
specific time. The model’s detail will be described next part, including the meaning of
some parameters in Figure 2.

Figure 2. Framework of Bi-LAF Model

4.2. POI Feature Learning Method.

4.2.1. Users’ Preference Learning. Users in this short period have special needs and per-
sonalized taste, which we call short-term preferences. We first use a bidirectional LSTM
network and self-attention block to capture short-term preferences in this model.

The past check-ins information before the target POI Xforw is embedded to get the
result E(Xforw). Then LSTM receives the embedding format of forward details, and we
can obtain the corresponding output state Hforw. Formulas are expressed as follows:

Xforw = (xt−l, xt−l+1, . . . , xff , . . . , xt−1) (1)
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E (Xforw) = E (xt−l, xt−l+1, . . . , xff , . . . , xt−1) (2)

Hforw = LSTM (E (Xforw)) (3)

Where E (xff ) ∈ Rd represents the embedding representation of the forward sequence
POIs, Hforw ∈ Rl∗d represents the state of the corresponding output, and d defines the
unit parameters of the hidden layer.

The future check-ins information after the target POIXback takes out a reverse operation
to get Xback−inv. Then the vector is embedded to obtain E (xback). Then LSTM receives
the embedding format of backwarding information, and we can obtain the corresponding
output state Hback. Formulas are expressed as follows:

Xback = (xt+1, xt+2, . . . , xbb, . . . , xt+l) (4)

Xback−inv = (xt+l, . . . , xbb, . . . , xt+2, xt+1) (5)

E (Xback) = E (Xback−inv) (6)

Hback = LSTM (E (Xback)) (7)

where E (xbb) ∈ Rd , Hback ∈ Rl∗d.
The forward and backward output results obtained from the above calculation introduce

self-attention mechanism to learn the important factor degree. The formula is as follows:

Aforw = softmax
(
W2 tanh

(
W1H

T
forw + b1

)
+ b2

)
(8)

Aback = softmax
(
W2 tanh

(
W1H

T
back + b1

)
+ b2

)
(9)

Where W1 ∈ Rda∗d,W2 ∈ Rda. Weight factors Aforw, Aback represent the importance of
each state from LSTM and da represent hidden dimension.

Then, as for each state Hforw, Hback, a weighted summation is performed to obtain
forward and backward short-term preferences Sforw, Sback, which we can see in Figure 2.

Sforw = AforwHforw (10)

Sback = AbackHback (11)

Combined with the forward-backward output, the result S shows the short-term pref-
erences of users.

S = Sforw + Sback (12)

Considering that the user’s check-in preferences will change with time, this model com-
bines the time pattern of target POI to learn preferences further. We analyze the time
pattern from two dimensions. On the one hand, it is divided into working days and rest
days. On the other hand, it is divided into five different periods in a day. The five different
periods of the day are as follows : [ 8 : 00,11 : 30 ], [ 11 : 30,14 : 00 ], [ 14 : 00,17 : 30 ],
[ 17 : 30,22 : 00 ], [ 22 : 00,8 : 00 ]. According to the above two dimensions, the target
time t is represented by a single-hot encoding of seven dimensions. The coincidence bit
is set to 1, and the rest is set to 0. The first two marks the working day and the rest day,
and the last five marks the five-time segments within a day. For example, 9: 00 a.m. on
July 13th, 2021 (Tuesday, working day) can be expressed as:

vt =
[

1 0 1 0 0 0 0
]

(13)
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Considering the different check-in situations of different users, this model sets a matrix
to learn user characteristics. It can be expressed as follows:

e(u) = ET
u u (14)

In summary, we consider the forward and backward information related to the target
missing POI and the time pattern of the target and users’ characteristics. Then we convert
the three aspects of information into the same space to model the users’ preferences.

P = Wo (e(u) + f (Wvvt) + S) (15)

Where f represents the activation function of tanh, Wv ∈ R7∗d, Wo ∈ Rd∗d, P represents
the modeling of users’ preferences, which is shown in Figure 2.

4.2.2. Spatial-Temporal Relationship Modelling. Considering the effect between geograph-
ical distance and time interval related missing POI, we use Great Circle Distance to iden-
tify the spatial relationship between target POI and all other POIs. As for temporal
influence, missing POI is related to the time interval before and after itself. Time interval
and distance should be considered together.

According to the latitude and longitude information of POI position, this paper repre-
sents the spatial relationship between POIs based on the shortest distance, namely Great
Circle Distance (GCD) [11], as follows:

θ = 2 sin−1
√(

sin2 ∆α + cosα1 ∗ cosα2 ∗ sin2 ∆β
)

(16)

GCD = RadiusofEarth(R) ∗ θ (17)

Where θ represents the angle ∆α of the inner sphere in the unit of a radian, which repre-
sents the latitude half difference between two points, namely (α1 + α2)/2, α1 represents
the latitude of the first point (in the unit of a radian), α2 represents the latitude of the
second point, ∆β represents the longitude half difference between two points, namely
(β1 + β2)/2, β1 represents the longitude of the first point (in the unit of a radian), and β2
represents the longitude of the second point.

Then, according to the great circle distance calculation, the distance relationship be-
tween POIs is represented by matrix Q, Q ∈ RM∗M .

For the proximity effect of the distance, the geographical factors of the possible candi-
date points are measured using the check-in information of the previous and subsequent
moments of the target missing points, as follows:

Dt−1 = Q(xutt−1
) (18)

Dt+1 = Q(xutt+1
) (19)

Where Dt−1 ∈ R1∗M , Dt+1 ∈ R1∗M respectively represents the distance matrix between
the previous moment xut−1, the later moment xut+1, and all other candidates’ POIs.

The math formula for the time interval is expressed as follows:

ttt−1 = tt − tt−1 (20)

ttt+1 = tt+1 − tt (21)

Where tt represents the check-in time of target missing POI; tt−1 represents the check-in
time of the last moment; tt+1 represents the check-in time of the next moment; ttt−1 and
ttt+1 represent the forward and backward time intervals, respectively.
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Time interval affects the distance. Generally, a shorter time interval leads to a closer
geographical distance between target POI and candidate POIs. For the relationship of
the two factors above, we transform the time interval into equal dimensions with distance.

ttt−1 = f (Wt−1ttt−1) (22)

ttt+1 = f (Wt+1ttt+1) (23)

Where Wt−1 ∈ RM , W(t+ 1) ∈ RM , and f represents the activation function, tanh.
Geographical distance and time interval related to missing POI should be taken into

account simultaneously. This effect corresponds to GCD− T (t− 1) and GCD− T (t+ 1)
in Figure 2. The final spatial-temporal relationship is shown as follows:

dt−1 = Dt−1 � ttt−1 (24)

dt+1 = Dt+1 � ttt+1 (25)

According to the results of spatial-temporal relationship and users’ preference modeling,
we can identify the missing POI as follows:

outputut = softmax (P + dt−1 + dt+1) (26)

The obtained result outputut represents the possibility of all candidate POIs of the target
POI. The possible POI, the higher score of the result.

We need to minimize the cross-entropy of the predicted distribution and the actual
distribution.

J(θ) = − 1
K

∑K
i=1

∑M
j=1 yi,j log

(
outputut,j | xi, θ

)
(27)

where K denotes the number of samples in each model process; M denotes the number
of all POIs; y denotes t the actual value of samples after one-hot encoding, and θ denotes
the parameter set. This equation represents the cross-entropy calculation between y and
the prediction result.

5. Experiments.

5.1. Dataser description. This experiment adopts the real LBSN dataset. NYC is
a dataset from Foursquare containing all New York City check-ins collected from April
2012 to February 2013(about ten months). There are 1083 users, 38333 POIs, and 227428
check-in records. TKY dataset is similar to the NYC dataset. However, it is collected
in Tokyo, including 2293 users, 61858 POI points, and 573703 check-in records. The
statistics of the data set are shown in the following table.

Table 1. Dataset Statistics

Dataset Users POIs Check-ins

NYC 1083 38333 227428

TKY 2293 61858 573703

We deleted users with less than ten check-ins in the experiment, and POIs visited less
than ten times. We sort each user’s check-in records by time, with the first 80 % as the
training set and the remaining 20 % as the test set.
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5.2. Experiments Details. For all dataset we use, we take 64 for embedding dimension
and hidden dimension in LSTM simultaneously. As for Equation(2) and (4), 64 is consid-
ered for POI Embeddding layers. In Equation(8) and (9), hidden dimension take the same
value that is 256. While Equation(13) and (14), time pattern and user characteristics, 64
is adapted according to previous work. The most factor which named window width l, 3
is proven to be the best choice. For the other details, minibatch size of 128 and learning
rate of 0.001 are used in our model. Whether it’s NYC dataset or TKY dataset, we take
the same parameters.

5.3. Evaluation Metrics. Based on the existing works, we use Recall@k and F1-score@k
to evaluate our model and other models. Because Recall@K is positively correlated with
Precision@K, we do not use Precision@K here. Recall@K measures the percentage of
locations visited in the first K recommended POIs, F1-score@K is a comprehensive indi-
cator, considering Recall@K and Precision@K. The evaluation indicators are defined as
follows:

Precision@K = − 1
N

∑N
i=1

Si(k)∩Ti

k
(28)

Recall@K = − 1
N

∑N
i=1

Si(k)∩Ti

|Ti| (29)

F1− score@K = 2 ∗ Precision@K∗Recall@K
Precision@K+Recall@K

(30)

where Si(k) is the set of top-k missing POIs predicted by the model, and Ti represents
the actual value of the user’s current missing POI.

5.4. Experimental results and comparison. In order to prove the effectiveness of our
model, we will compare it with the following methods.

RNN: This is a neural network method, which directly models the dependence of user
order behavior into the prediction process through the recursive structure of RNN.

LSTM: A variant of RNN, which contains a memory unit, an input gate, an output
gate, and a forgetting gate. It helps understand long-term dependencies.

GRU: This is another variant of RNN. It has two gating mechanisms, which are more
straightforward than LSTM.

STRNN: A model based on RNN, which captures spatial and temporal context through
a specific time and distance transformation matrix.

Bi-STDDP: This model captures bidirectional spatial-temporal dependencies and user
dynamic preferences to identify missing POI.

Bi-G2AN: This is a new model combining GAN and GRU to explore movement patterns
to complete missing POI.

The experimental results are shown in Table 2.
The experimental results of the evaluation metrics in terms of Recall@K and F1-

score@K in NYC and TKY datasets show that the proposed method is superior to the
above baseline methods. The significant improvement shows that Bi-LAF has an excellent
ability to identify missing POI. In addition, we can find that the method based on RNN
has acceptable performance on both datasets, which further proves the practical model-
ing ability of RNN for sequence problems. Compared with the current advanced related
research, we can see that on the dataset TKY, compared with the model Bi-STDDP,
Recall@1 increased by 8.95 %, Recall@5 increased by 6.24 %, and Recall@10 increased
by 4.96 %. Compared with the model Bi-G2AN, Recall@1 increased by 1.29 %, Recall@5
increased by 0.9 %, and Recall@10 increased by 6.74 %. As for NYC datasets, Bi-LAF is
also superior, obtaining the improvements of 34.02% for Recall@1, 33.17% for Recall@5,
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31.44% for Recall@10 compared with Bi-STDDP. And then, 30.43% for Recall@1, 24.47%
for Recall@5, 23.84% for Recall@10 compared with Bi-G2AN.

Table 2. Evaluation Results in terms of Recall @K, Fl-score@K

Dataset Method Recall@1 Recall@5 Recall@10 Fl-score@1 Fl-score@5 Fl-score@10

NYC

RNN 0.1308 0.3105 0.3859 0.1308 0.1035 0.0701

LSTM 0.1353 0.3033 0.3739 0.1353 0.1011 0.068

GRU 0.1340 0.3182 0.3956 0.1340 0.1060 0.0719

Bi-STDDP 0.1781 0.3445 0.4106 0.1781 0.1148 0.0746

Bi-G2AN 0.1830 0.3686 0.4358 0.1830 0.1229 0.0792

Bi-LAF 0.2387 0.4588 0.5397 0.2387 0.1529 0.0979

TKY

RNN 0.1345 0.3048 0.3785 0.1345 0.1016 0.0688

LSTM 0.1325 0.3073 0.3836 0.1325 0.1024 0.0697

GRU 0.1352 0.3246 0.4081 0.1352 0.1092 0.0742

Bi-STDDP 0.2000 0.4148 0.4991 0.2000 0.1382 0.0907

Bi-G2AN 0.2145 0.4367 0.4908 0.2145 0.1456 0.0892

Bi-LAF 0.2179 0.4407 0.5239 0.2179 0.1468 0.0953

The experimental results show that our model Bi-LAF performs better on the list with
a higher ranking. Compared with the model, Bi-G2AN shows that Bi-LAF has a slight
advantage in Recall@1 and Recall@5 and performs better in Recall@10. We can see
that the advantages of the model Bi-G2AN are evident, which is worth learning. Our
model show more excellent performance on smaller datasets than the baseline methods.
All in all, our model uses forward and backward sequence information combined with
LSTM and self-attention block to capture users’ short-term preferences, which models
the relationship by bidirectional spatial-temporal information and performs better on the
identification task of missing POI.

5.5. Discussion. Our model considers the forward and backward sequence information of
the target missing POI. We take out a reversed operation for the future sequence to make
the bidirectional information tend to the direction of the target missing POI. In order
to verify the feasibility of this operation, we compare normal and reversed operations on
the dataset NYC, and take Recall@K as the evaluation metrics with the range of K ∈
[1,10] with keeping other optimal parameters unchanged. The experimental results are
shown in Figure 3. Realizing reversed operation satisfies the tendency of two-way sequence
information, which has an excellent promoting effect on modeling users’ preferences.

We also change the value of the forward and backward sequence information window
width l of the proposed model on the NYC dataset to explore the influence of l. Figure
4 shows the detailed Recall@K performance. Considering fewer users whose check-in is
fewer, we set the front and rear window widths as [2, 3, 4] to cover all records thoroughly
to test our model. Moreover, the results of different window widths are slightly different.
When the window width is 3, Recall@K performs better, indicating that in the dataset
NYC, the missing POI of users is more related to the previous three check-in histories.
So we choose l = 3 as the window width.

Considering the influence of embedding dimension (the parameter d mentioned above)
on the experiment, we change the embedding dimension to [32, 48, 64, 80, 96, 112, 128] and
complete the test experiment on the dataset NYC. We can see that with the increase of
embedding dimension, the model’s performance is gradually improved. When the em-
bedding dimension d is greater than 64, the performance shows a downward trend. The
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Figure 3. Influence of the future sequence by different operation

embedding dimension determines the complexity and ability of the model. A smaller em-
bedding dimension may not fully adapt to the data distribution, and a larger embedding
dimension will increase the complexity and computational cost of the model. The appro-
priate embedding dimension helps to achieve the best embedding performance. Finally,
we choose d = 64 as the embedding dimension.

Figure 4. Impact of differ-
ent window widths

Figure 5. Impact of differ-
ent embedding dimensions

6. Conclusions. In this paper, we focus on the identification and completion task of
missing POI. Missing the front and rear sequence information of POI points, we identify
the place users have visited before and after the signing time of missing POI. This identify-
ing benefit to distinguish the difference from the POI recommendation task in the current
field. The POI recommendation task predicts or recommends where users may visit in the
future by using positive historical sequence information. In order to solve this problem, we
propose a bidirectional model Bi-LAF. Specifically, in this work, we first encode the for-
ward and backward information of POI and then employ LSTM and self-attention block
to learn users’ short-term preferences. Finally, we integrate target time patterns and user
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person features to learn users’ preferences further. Then the bidirectional spatial informa-
tion and time interval related missing POI are combined with learning spatial-temporal
features. Finally, integrating preference and spatial-temporal features implements the
identification of missing POI. Extensive experimental results on two large-scale real data
sets show that the proposed model outperforms the state-of-the-art methods.
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