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Abstract. A newcomer algorithm called the Seagull optimization algorithm (SOA) has
got much paid attention; still, it has some disadvantages, e.g., easy falling into the local
optimum and slowly converges. This paper proposes a new approach called PSOA based
on parallel strategy and adapting spiral shape parameters to increase particles’ diversity
for improving algorithm performance. The simulation section, the selected benchmark
functions, and a reactive power optimization problem are used for evaluating the pro-
posed algorithm performance. The experimental results are compared with the original
and other algorithms in the literature, e.g., genetic algorithm (GA), seagull optimiza-
tion algorithm (SOA), and particle swarm algorithm (PSO). The single-objective and
multi-objective simulations of the IEEE30-node system is used as practical application to
check the proposed approach. Combining the distribution network’s characteristics and a
distribution network reactive power is modeled mathematically to reduce its active power
loss and increase voltage stability margin under constraining the state variables by using
the feasible region principle. The results show that the proposed PSOA has a more vital
global search ability and faster convergence speed in solving the distribution network’s
reactive power optimization problem.
Keywords: Distribution Network; Reactive power optimization; Multi-objective prob-
lem; Feasible region principle; Parallel seagull optimization algorithm

1. Introduction. With the people’s ever-increasing needs for a better life, the electricity
demand is constantly increasing [1]. Therefore, the scale of the country’s power system
is also expanding [2]. However, at present, the country’s urban distribution network still
has many problems such as lagging construction, poor reliability, and unsatisfactory grid
power indicators [3,4]. In response to this situation, using power resources, reducing
network losses, improving the quality of power supply, and improving system operation
economics is very important [5]. As an essential link in the power system that directly
faces users, the distribution network is the key to ensuring the power supply’s quality
and the system’s safe and economical running [3,6]. According to have a given topology,
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load, and other distribution network parameters, reactive power optimization means dif-
ferent optimization algorithms [7]. One of the traditional methods’ main drawbacks is the
computational effort required to globally optimize the large-scale active power problem
[8].

To overcome this situation, different alternatives based on meta-heuristic algorithms
(MA) have been developed excellently [9,10]. MA are optimization techniques that con-
sider different operators and heuristic rules to explore a bounded search space [11,12].
The regulations and operators of MA are commonly inspired by various natural behavior.
There are two major categories of MA algorithms in the related literature, namely Evo-
lutionary and Swarm algorithms. It is possible to find the genetic algorithms (GA) [13],
differential evolution (DE) [13] in the evolutionary group. Meanwhile, the swarm-based
techniques include particle swarm optimization (PSO) [14], multi-verse optimizer (MVO)
[15] and Seagull optimization algorithm (SOA) [16].

The active power problem can be formulated by combining the distribution network’s
characteristics and a distribution network reactive power. A modeled mathematically is
used to reduce its active power loss and increase voltage stability margin under constrain-
ing the state variables by using the feasible region principle as optimization problems
then, MA can be useful tools. The SOA algorithm [16] is an MA newcomer algorithm
that has paid much attention; still, it has some disadvantages, e.g., easy to fall into the
local optimum and slowly converging.

This paper proposes a new approach called PSOA based on parallel strategy and adapt-
ing spiral shape parameters to increase particles’ diversity for improving algorithm per-
formance. The simulation section, the selected different functions, and a reactive power
optimization problem are used for evaluating the suggested algorithm performance. The
single-objective and multi-objective simulations of the IEEE30-node system [17] is used
as practical application to check the proposed approach. The consequences show that
PSOA has a more vital global search ability in solving the distribution network’s reactive
power optimization problem.

Figure 1. Schematic diagram of seagull migration and attack behavior

2. Reactive power optimization model of distribution network.

2.1. Objective function. The reactive power optimization problem [18] is nonlinear,
and the general mathematical model of the nonlinear programming problem is expressed
as follows.
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Figure 2. An example of parallel communication strategy

 minF (u, x)
s.t.gi (u, x) = 0, i = 1, 2, . . . ,m
h (u, x) ≤ 0, i = 1, 2, . . . ,m

(1)

Where u is the control variable. F (u, x) is the objective function of reactive power
optimization, which can be considered from various angles such as economy, safety, sta-
bility, etc. It can be a target optimization plan or a multi-objective optimization plan.
h(u, x) ≤ 0 is an inequality constraint; that is, control variables and state variables
must meet the upper and lower limits limits of operation. When the active power in the
distribution network is known, and the system and generator operating constraints are
met, a multi-objective function is established that minimizes the system power loss and
maximizes the static voltage stability margin [2-5].


minF1 = minPloss =

N∑
K−1

GK (i, j)
[
V 2
i + V 2

j − 2ViVj (δi − δj)
]

minF2 = min
(

1
δmin

) (2)

Where N is the number of branches; GK(i, j) is the conductance of line ij;Vi, Vj is
the voltage amplitude of nodes i and j; δi, δj are the voltage phase angles of nodes i, j.
δmin is the least singular value of the system convergence power flow Jacobean matrix.
In the multi-objective reactive power optimization model, weighting cannot be performed
directly because of the different dimensions of the sub-objective functions. To make
different sub-objective functions comparable, the objective function can be normalized.

{
F

′
1 = F1/F0

F
′
2 = F2/ (1/δ0)

(3)

In the multi-objective reactive power optimization model, weighting cannot be per-
formed directly because of the different dimensions of the sub-objective functions. To
make different sub-objective functions comparable, the objective function can be normal-
ized. {

F
′
1 = F1/F0

F
′
2 = F2/ (1/δ0)

(4)

Where F0 is the original active power loss of the system; δ0 is the least singular value
of the original Jacobian matrix of the system. The constraints of the model are divided
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Table 1. The pseudo-code of FRP

into equality and inequality constraints [6-8]:
PGi − PDi − Vi

n∑
j=1

Vj (Gij cos δij +Bij sin δij) = 0

QGi −QDi + Vi

n∑
j=1

Vj (Gij sin δij −Bij cos δij) = 0
(5)

Where Vi, Vj are the voltage amplitudes of the i, j nodes; PGi, QGi are the active output
and reactive power output of the generator nodei separately; PDi, QDi are the active load
and reactive load of the nodei separately; Gij, Bij are the real and imaginary parts of the
elements in the Number i row and j column of the system admittance matrix separately;
δij is the voltage phase angle between nodeiandnodej; n is the quantity of nodes directly
connected to nodei.  Tmin

t ≤ Tt ≤ Tmax
t

V min
g ≤ Vg ≤ V max

g

Qmin
c ≤ Qc ≤ Qmax

c

(6)

{
V min
i ≤ Vi ≤ V max

i

Qmin
g ≤ Qg ≤ Qmax

g
(7)

Where Tt is the tap position of the on-load tapping transformer; Tmax
t , Tmin

t are the
maximum and minimum tap positions of the on-load tapping transformer; Vg is the volt-
age amplitude of the generator terminal; V min

g , V max
g are the maximum and minimum

values of the generator terminal voltage; Qc is the reactive power compensation ability;
Qmax

c , Qmin
c are the upper and lower limits of the reactive power compensation ability. Vi

is the each load node’s voltage amplitude; V max
i , V min

i are the maximum and minimum
voltage amplitudes of each load node; Qg is the reactive power injected by each generator;
Qmin

g , Qmax
g are the maximum and minimum values of reactive power injected by each gen-

erator [9,10]. In this article, a weighted method is used to transform the multi-objective
solution of reactive power optimization into a single-objective problem.
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minf =
n∑

i=1

ωifi (8)

Where ωi is a weighting factor, and its value is determined according to the relationship
of the multi-objective problem to be sought, reflecting the trade-off relationship between
economy and voltage stability in the reactive power optimization problem; n is the number
of objective functions, where, n = 2, ω1 + ω2 = 1. The larger the value of ω1, the
optimization plan focuses on the economy; the larger the value of ω2, the more focus on
the voltage stability margin of the system.

2.2. Constraint handling. Since the control variable itself is the search space of the
algorithm, no additional constraints are required. Load node voltage and generator reac-
tive power injection power are state variables. Usually, the constraint of state variables
is generally adopts the penalty function method. However, selecting the penalty factor
in the penalty function is a highly complicated and challenging process. Therefore, this
position proposes a feasible region principle (Feasible region principle-FRP). This method
judges whether the current position is out of range by comparing the relationship between
the current state variable value and the constraint condition. The expression is expressed
as follows.

Hsum (Xi) =

N1∑
i=1

M (Vi) +

N2∑
i=1

M (Qg) (9)

minf =
n∑

i=1

ωifi (10)

Where Hsum(Xi) is the evaluation function of the state variable, and Xi out of bounds
can be obtained, N1, N2 are the number of state variables; M(Vi),M(Qg) indicate the
limit value of the constraint of the present position; Xi is presented as follows.

M (C) =

Cmin − C, C < Cmin

0, Cmin ≤ C ≤ Cmax

C − Cmax, C > Cmax

(11)

When the value ofHsum(Xi) is 0, it means thatXi is within the constraint range. During
the operation of the algorithm, the appropriate solution is comprehensively selected by
comparing the Hsum(Xi) value and the fitness value of the objective function. The specific
pseudo code as shown in Table 1.

The above is the case where the feasible region principle Xi is better than Xj, that
is, the value of the objective function is compared when the two are not out of bounds,
and individuals with excellent fitness values are retained; When one party crosses the
boundary, weed out the individual who crossed the boundary; In the case that both are
out of bounds, the value of the state variable evaluation function is compared, and the
smaller individual is retained. This method does not require an additional selection of
empirical coefficients, which can reduce the algorithm’s solution time to a certain extent.

3. Seagull Optimization Algorithm.
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3.1. Theory of seagull optimization algorithm. The most important characteristics
of seagulls are migration and attacking behavior [16]. Migration is due to the change
of seasons. Seagulls move from one place to another on a large scale to find a better
living environment. In the process of migration, to avoid collisions between seagulls,
there will be certain differences in their flying positions. Seagulls can constantly change
their flying position to move toward the best position in the entire seagull population
[16]. Attack refers to the process in which seagulls attack fish and shrimps through a
spiral-shaped flight while searching for food [16]. Figure 1 shows a schematic diagram of
seagull migration and attack behavior. The SOA’s basic idea is to perform a global search
through migration behavior, perform a local search through attack behavior, and iterate
continuously to find the optimal solution.

A. Migration (Global Search)
The algorithm realizes a global search by imitating seagull groups’ migration process

from one place to another. At this stage, seagulls should meet 3 conditions:
(1) Avoid collision
To prevent collisions between seagulls, the algorithm calculates its updated new position

by adding variable A. The expression is presented as follows.

Cs(x) = A× Ps(x) (12)

Where Cs(x) represents the new position of the seagull after migration, which is not
inconsistent with other seagull positions; Ps(x) represents the current position of the
seagull, x represents the current iteration number, and A represents the motion behavior
of the seagull in a given search space. It is expressed as follows.

A = fc − (x× (fc/Maxiteration)) (13)

Where x = 0, 1, 2, . . . , Maxiteration, fc can control the frequency of variable A, reducing
the value of A linearly from 2 to 0; Maxiteration represents the maximum number of
iterations of the algorithm.

(2)The direction of the optimum position
To avoid conflicts with other seagulls’ positions during the movement, the seagulls will

move in the direction of the best position. The expression is given as follows.

MS(x) = B × (Pbs(x)− Ps(x)) (14)

Where MS(x) represents the direction of the best position; Pbs(x) represents the best
position of the seagull; B is a random number, which mainly plays a role in balancing
global and local search. B = 2× A2 × random, and random is a random number in the
range of [0,1].

(3) Close to the optimum position
After the seagull moves to a position where it will not collide with other seagulls, it

moves in the direction of the best position to reach a new position. The expression is
presented as follows.

DS(x) = |CS +MS| (15)

where DS(x) is the new position of the seagull.
B. Attack (Local Search)
Seagulls in the migration process maintain the best relationship between the height of

the attack by the movement of the wings and body weight. When prey is found, the
seagull will attack the prey in a spiral motion by constantly changing the angle and speed
of its attack. The motion behavior in the x, y, and z planes is described as follows:

x′ = r × cos (k) (16)
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Table 2. Selected benchmark functions in experiments

y′ = r × sin (k) (17)

z′ = r × k (18)

r = u× ekv (19)

where r is the radius of spiral, k is a random angle value in the range of [0, 2π], 0 ≤ k ≤ 2π.
u and v are related constants of the spiral shape, and the value is generally 1. e is the
base of the natural logarithm. The attack position of the seagull is expressed as follows:

Ps (x) = (Ds × x′ × y′ × z′) + Pbs (x) (20)

where Ps(x) is the attack position of the seagull.
Parallel strategy
To effectively make up for the shortcomings of the SOA, we introduce the concept of

multiple groups that can maintain particles’ diversity to ensure that as many optimal
solutions as optimization process [3,19,20]. The probability of jumping out of the local
optimal solution be improved and large-scale parallel computing can be realized [21,22].
The specific operation is as follows: First, the entire population is grouped to construct
a parallel processing structure, and several sub-populations are obtained. Then each
sub-population evolves independently according to the iteration rules. After reaching the
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(a) Function1
(b) Function2

(c) Function10
(d) Function11

Figure 3. Comparison of the optimization obtained values for functions
of F1,F2,F10, and F11

Figure 4. Convergence comparison diagram of IEEE-30 node system al-
gorithm

predetermined number of iteration, the inter-group communication strategy is triggered to
exchange information between different groups, accelerate the flow of information between
groups, and increase the diversity of the particles.
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Table 3. Performance for MVO, SOA and PSOA under benchmark func-
tions

Table 4. IEEE30 node control variables and active power loss optimiza-
tion results

In PSOA, the initialized seagull population is divided into 4 groups, and each group
of seagulls evolves with the increase of the number of iterations in the original SOA
algorithm. After reaching the predetermined number of iteration H1, H2, the optimal
global solution P t is used to replace the individual with the worst fitness in each group.
Figure 2 shows this communication strategy in the form of a flowchart.
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Adaptive spiral shape parameter
In the original seagull optimization algorithm, seagulls’ attack behaviors represent the

local exploration of the algorithm [23,24]. The spiral radius r is an important variable
for coordinating the algorithm’s exploration and development capabilities. A larger r
in the early stage is beneficial to increase the diversity of particles, and a smaller r in
the later stage is taken value is conducive to the local development of the algorithm;
however, the parameter u that determines the value of r in the original algorithm is a
fixed value, which leads to insufficient diversity of seagulls in the early stage and reduces
the exploration ability of the algorithm [25,26]. Simultaneously, the convergence of the
algorithm is inadequate when an accurate local search is required in the later stage [27].

In order to ensure the better early global exploration and later local development ca-
pabilities of PSOA, u should maintain a relatively large value in the early iteration of the
iteration and continue to decrease with the update of the algorithm. According to the
convergence principle, the following three u functions are defined [23,28].

u = umax − l ×
(
umax − umin

L

)
(21)

u = (umax − umin)×

(
1−

(
l

L

)δ
)1/δ

+ umin (22)

u = umax − log
(
1 + q × eα−

β
l/L

)
(23)

where umax and umin are the maximum and minimum values of u. Formula 21 is a
linearly decreasing function; u decreases linearly with iteration. Formula 22 is a parabolic
decreasing type, and u decreases convexly with iteration (that is, first decreases slowly
and then accelerates to decrease); The coefficient δ ≥ 1, when the coefficient δ = 1,
formula 22 can be derived as formula 21. Formula 23 is an inverted S-curve model;
after logarithmic and transformation, the inverse S-shaped decreasing type is obtained,
u is convex first and then concave decreasing with iteration, and the constants q and β
are both numbers greater than 0, α ∈ R. In the SOA algorithm, r controls the range
of seagull attacks. Therefore, in order to enhance the position information interaction
and algorithm iteration optimization performance of the PSOA algorithm, u is updated
using the inverse S-shaped decreasing function of formula 23, and the range of u value is
(0, 1),and q = 65, β = 0.7894, α = −2, umax = 1.

Therefore, r in this article is expressed explicitly as follows:

r =
[
umax − log

(
1 + q × eα−

β
l/L

)]
× ekv (24)

Where: l represents the current number of iterations; L represents the maximum num-
ber of iterations of the algorithm.

3.2. Algorithm performance test. In this section, 13 test functions are used to eval-
uate the performance of the PSOA algorithm [29]. Among the 13 test functions, 7 are
unimodal functions and 6 are multimodal functions. The unimodal function has only one
global optimal solution and no local trap (optimal local solution), so it can be used to test
the convergence speed of the algorithm. The multimodal function has a globally optimal
solution and has one or more local optimal solutions. This feature can be used to test
the ability of the algorithm to avoid falling into the optimal local solution. The 13 test
functions are shown in the following Table 2:

Some algorithms, e.g., MVO [15], SOA [16] are used to compare with the proposed
PSOA. For the experimental results to be convincing, we test each algorithm 20 times.
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Table 5. Reactive power optimization results of IEEE-30 system

Table 6. Solutions for different optimization goals

The number of iterations of all algorithms is set to 1000, the number of dimensions is 30,
and the initial population is 80. Take the best solution, the worst solution, and the average
value for comparison. Simultaneously, select F1, F2, F10, F11 to draw a convergence
curve and compare the convergence trend and stability of the three algorithms.

It can be seen from Table 3 that the PSOA algorithm is better than the other two
algorithms in terms of the optimization accuracy of these 13 benchmark functions. Com-
pared with the SOA algorithm, the PSOA algorithm has won 9 times in the performance
test of these 13 functions, which is 2 times worse and 2 times similar performance. From
the ”optimal” point of view, the PSOA algorithm has achieved the better performance
10 times; From the ”worst” point of view, the PSOA algorithm has achieved the better
performance 9 times and 3 times similar performance; From the ”mean” point of view,
the PSOA algorithm achieves the better performance 10 times and similar performance 2
times.

Figure 1 shows the convergence curve of the optimal values of F1, F2, F10, and F11;
from the results, the PSOA algorithm has good convergence speed and convergence ac-
curacy and has apparent advantages in optimization performance.

4. Application For Distribution Network Reactive power optimization. This
article is aimed at a simple IEEE-30 node system [17], in which all data are expressed in
per unit value, the power reference is 100MW, and the upper and lower limits of the bus
voltage are 1.1 and 0.9. The algorithm is verified by MATLAB2018b simulation. There
are a total of six generator nodes in the IEEE30 node system. Among them, node 1 is a
balance node, 2, 5, 8, 11, 13 are PV nodes, and the remaining nodes are all PQ nodes. The
upper and lower limits of the generator terminal voltage are 1.1 and 0.9; four transformer
branches 6-9, 6-10, 4-12, and 28-27; the upper and lower limits of the transformation
ratio of the two parallel capacitor compensation nodes 10 and 24 are 1.1 and 0.9, and the
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Table 7. Multi-objective reactive power optimization results of IEEE-30
node test system

upper and lower limits of the parallel capacitor adjustment are 0.5 and 0.1. The IEEE-30
node system has 11 control variables: adjustable transformers T1, T2, T3, T4, compensation
capacitorsQC1, QC2, and generator terminal voltages U2, U5, U8, U11, U13, Control variables
u = [U2, U5, U8, U11, U13, T1, T2, T3, T4, QC1, QC2].

4.1. Single objective test with active power loss smallest. Algorithm parameter
setting: In this section, set the number of seagull populations N = 80, the value of v in
the PSOA is 1 the value of v [30] and u in the SOA [16] is 1, and the GA algorithm [13,31]
calls MATLAB’s GA toolbox. The recombination crossover probability is 0.7, and the
PSO algorithm learning factor c1 = 1,c2 = 2,ωmax = 0.8,ωmin = 0.2, and the maximum
number of iterations is 100. To avoid accidental events, the experiment was carried out
independently for each algorithm 30 times under the same conditions, and the experimen-
tal results were displayed in the standard unit value. The average optimization results
of the four algorithms PSO [25], SOA [16], PSOA are carried out, and the convergence
comparison chart of the four algorithms is given in Figure 4.

It can be seen from Table 4 that in the IEEE-30 system, with the same initial settings,
the system network loss before the optimization is 0.0546. The resulting through the
parallel seagull optimization algorithm (PSOA) active power loss is 0.0471, active power
loss reduction rate of 13.8%, The SOA reduces the network loss by 6.3%, the PSO reduces
the network loss by 9.63%, and the GA reduces the network loss by 12.68%. It shows that
the performance of PSOA is significantly improved compared to SOA; Compared with
GA [13,30], PSO [25] and SOA [13], PSOA have higher calculation accuracy.

It can be seen from Figure 4 that the PSOA has converged in 26 iterations, converges
faster, and can search for the optimal solution with a greater probability. From this
analysis, it can be concluded that the PSOA is better than the other three algorithms in
solving the single-objective reactive power optimization problem.

4.2. Multi-objective test with the smallest active power loss and the largest
static voltage stability margin. Algorithm parameter setting: The PSOA in this part
is the same as Case 1. Since different objective functions, weighting factors can lead to
different operation result, under the premise of ensuring ω1 + ω2 = 1 , the larger the
value of ω1 , the more economical the optimization plan is; the larger the value of ω2

, the more emphasis is on the voltage stability margin of the system. To reflect the
different requirements of the optimization scheme on the economy and voltage stability,
this experiment selects 9 groups of weight factor combinations for testing: the first group:
ω1 = 0.9 ω2 = 0.1; the second group: ω1 = 0.8, ω2 = 0.2; and the ninth group: ω1 = 0.1
ω2 = 0.9 .

From the above optimization results, we can get: The relationship between the active
power loss of the system and the static voltage stability margin is mutually restrictive and
contradictory. It is impossible for different objective function values to reach the optimal
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value at the same time. The solution obtained in the IEEE30-node system effectively
maintains the diversity of understanding, so in actual engineering, it is necessary to choose
the optimal solution for its own problem according to different requirements, when tend
economy, an optimization solution with less active power loss should be selected; when
you tend to be safe, you can choose a solution with a larger static voltage stability margin.

Compared with the initial active power loss of the IEEE-30 system is 0.0546, the initial
voltage stability margin of the IEEE-30 system is is 0.1213, after PSOA optimization, the
maximum loss reduction rate is 11.5%, the minimum loss reduction rate is 7.8%, and the
static voltage stability margin is increased by 17.23%. PSOA has certain advantages in
solving the problem of reactive power optimization in the distribution network.

5. Conclusions. This paper proposed a new approach called PSOA based on parallel
strategy and adapting spiral shape parameters to improve algorithm performance to solve
reactive power distribution networks’ optimization. The proposed method’s evaluation
has been implemented by testing the selected benchmark functions and single-objective
and multi-objective simulations of the IEEE30-node system. The testing results were
compared with the other intelligent algorithms in the literature, e.g., seagull optimization
algorithm (SOA), genetic algorithm (GA), and particle swarm algorithm (PSO). The
comparative results show that the proposed PSOA provides higher convergence accuracy
and a more vital global search ability in solving the distribution network’s reactive power
optimization problem.
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