
Journal of Network Intelligence ©2022 ISSN 2414-8105 (Online)

Taiwan Ubiquitous Information Volume 7, Number 3, August 2022

Deep Learning-Based Probability Model for Traffic
Information Estimation

Zhaoshan Sun

College of Computer Science and Mathematics
Fujian University of Technology

Fuzhou, 350118, China
sunzhaoshan1003@qq.com

Jeng-Shyang Pan*

Collage of Computer Science and Engineering
Shandong University of Science and Technology, China

Chaoyang University of Technology, Taiwan
Fujian University of Technology, China

jengshyangpan@gmail.com

Tien-Szu Pan

Department of Electronic Engineering
National Kaohsiung University of Science and Technology

415 Chien-Kung Road, Kaohsiung, 807, Taiwan
tpan@nkust.edu.tw

Chi-Hua Chen

College of Computer and Data Science/College of Software
Fuzhou University

Fuzhou, 350116, China
chihua0826@gmail.com

∗Corresponding author: Jeng-Shyang Pan

Received September 4, 2021, revised December 5, 2021, accepted March 9, 2022.

Abstract. This study proposes a novel traffic information estimation method based on
deep learning and cellular floating vehicle data (CFVD). In this paper, a probabilistic
analysis model based on deep learning is proposed to consider the relationship between
vehicle speed and communication behaviors. Then, a vehicle speed estimation method
based on the proposed probabilistic analytical model is proposed to estimate vehicle speed.
For traffic flow estimation, normal location update is adopted to estimate traffic flow.
The estimated vehicle speed and the estimated traffic flow can be gathered to estimate
traffic density. The proposed method is verified by the simulation tool and the experi-
ment results revealed that the accuracies of estimated vehicle speed, estimated traffic flow,
and estimated traffic density are 96.36%, 99.80%, and 96.45%, respectively. Thus, this
method estimates traffic information accurately and helps improve the performance of
the intelligent transportation system (ITS).
Keywords:Traffic information estimation, Probabilistic analysis model, Cellular floating
vehicle data, Deep learning, Intelligent transportation system.
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1. Introduction. Intelligent transportation system (ITS) is getting smarter in improv-
ing urban cleanliness and residents’ happiness such as relieving traffic congestion, saving
energy, and increasing travel safety, etc. [1, 2]. Because of advances in technology and
the maturity of hardware, the ITS is building the foundation in applications as time goes
on [3, 4]. For example, the expansion of physical memory and the improvement of data
transmission efficiency can make researchers resolve previously unsolvable problems [5,6].
Acquiring actual traffic information such as vehicle speed and traffic flow is extraordi-
narily significant in ITS [7–9]. For traffic service, real-time traffic information collection
helps the government make decisions more effectively and traffic information estimation
can assist people accurately when they travel on vacation [10, 11]. Thus, several stud-
ies discussed the enhancement methods for the effectiveness of intelligent transportation
system.

Recent research papers show three types of methods that collect real-time traffic in-
formation: vehicle detectors (VDs), global position system (GPS)-based probe cars, and
cellular floating vehicle data (CFVD).

Traditionally, stationary VDs are utilized to assemble actual traffic information. They
are installed on road network and acquire real-time data of vehicle speed and traffic
flow [12, 13]. Often, they are sensors based on active infrared/laser, magnetic, radar,
or video technologies [14–16]. However, accurate real-time traffic information gathering
based on VDs is paid for a large amount of money. The reasons involve the short service
life of the equipment, high maintenance costs, and high probability to be affected by
climate factors such as temperature fluctuation, humidity, or natural disasters such as
typhoons and earthquakes [17, 18].

GPS receivers installed on vehicles can have wireless communication capability and
collect real-time traffic information. Test vehicles’ locations, speeds and time informa-
tion can be reported and total traffic information can be gathered periodically by GPS
receivers [19–21]. However, a 2%-3% penetration of GPS-based probe cars would be suf-
ficient to collect enough accurate measurements of space mean speed [22,23]. Otherwise,
generating enough actual traffic data is too tough. Furthermore, the expensive facility
cost is a big problem for most researchers [24, 25].

Contrasted with the above two types of mediums, CFVD has the qualities of low data
fee, large data volume, and the ability to effectively avoid privacy issues. Several cellular
network signals such as call arrivals (CAs) and handovers (HOs), are utilized to estimate
traffic information while the mobile station (MS) moves across the road [12]. For instance,
large patented technologies of CFVD were created by a famous company and put them
into use for estimating and predicting actual traffic information [26,27]. Thus, CFVD can
easily obtain a large amount of data without paying a lot of fees for devices [28,29]. Also,
CFVD collects the anonymous locations and time information of CFVD-based cars in road
segments covered by the specific cell, which does not pose a threat to users’ privacy [12].

The combination of call arrival and vehicle speed were considered and study for traffic
information estimation [30,31]. However, the exponential probability density function may
not correspond to the actual probability density distribution of practical data. Thus, a
probabilistic analysis model is proposed and the vehicle speed is estimated by the amount
of CAs. The traffic flow is estimated by the amount of normal location updates. The
combination of estimated vehicle speed and traffic flow can generate the traffic density.
The proposed deep learning model allows the traffic information estimation method to
adapt to different probability distributions such as exponential distribution, log-normal
distribution and normal distribution. From experimental results, the proposed method
decreases the error of traffic information estimation.

This paper has the contributions below.
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• A deep learning-based probabilistic analysis model is devised to illustrate the prob-
ability of communication behavior.

• The CFVD based on the proposed probabilistic analysis model is devised to reckon
the traffic information.

The following section is organized below. Section 2 briefly introduces relevant methods
for traffic information estimation. Section 3 details how traffic information can be reck-
oned. Section 4 explains the simulation model and simulated results. Section 5 summaries
the study and introduces the plan for the next step.

2. Literature reviews. For cellular network, the service area is composed of base sta-
tions (BSs). The cell is the radio coverage of a BS which is honeycombed or fanned. The
HO event is performed while a communicating mobile station (MS) is moving to another
cell and the MS is assigned to another channel. Several cells consist of a location area
(LA) which collects and transmits communication behaviors from cells. The normal loca-
tion update (NLU) event can be considered to reckon vehicle volumes. Two consecutive
NLU procedures can be gathered and analyzed for estimating vehicle speed and travel
time [32,33]. According to the statistical data, the mobile phone penetration rate can be
regarded as 100%. Therefore, the location of vehicles can be traced.

In this section, several methods based on cellular network signals (e.g., handover (HO),
received signal strength indicator (RSSI), and call arrival (CA)) are provided to analyze
the development and progress of traffic information estimation.

2.1. HO-based method for traffic information estimation. Many researches based
on handover procedures have been published for traffic information estimation. Wu et
al. estimated vehicle speed by recording the HO events of MS [28]. Lin et al. improved
a traffic flow estimation approach by considering the combination of traffic flow and the
amount of HO events [34]. Caceres et al. reckoned traffic flow on road network by
employing inter-cell handover signaling [35]. Liou et al. used two consecutive HO events
to reckon traffic information [36]. The accuracies of reckoning vehicle speed in congested
flow circumstance and free flow circumstance were 97.63% and 93.89% separately. Lai et
al. combined the HO and CA to estimate vehicle speed and the experiment result showed
that this method was available [17]. Chen devised a cell probe (CP)-based approach which
proposed a regression model to enhance vehicle speed estimation approach based on HO
and NLU [37].

2.2. CA-based method for traffic information estimation. It is feasible and effec-
tive to apply CA-based methods for traffic information estimation. Lin et al. proposed an
approach to reckon traffic flow by calculating the amount of call arrivals [36]. Chen et al.
devised a method to reckon traffic information by considering the relationship between
the amount of call arrivals and traffic density [17,31]. The experimental results indicated
that the exponential distribution of communication behavior (e.g., call inter-arrival time)
had a probabilistic relation with traffic density. However, different communication behav-
iors did not exactly correspond to a single distribution such as exponential distribution
so that the estimation accuracy had potential to be improved. Lai et al. devised a vehicle
positioning approach by collecting and analyzing CFVD signals [38].

2.3. Fingerprint-based method for traffic information estimation. Many researches
have contributed to measuring the radio signal strengths (RSS) by tracking users’ MS lo-
cation for estimating traffic information. Lin et al. devised a vehicle speed estimation
method, fingerprint positioning algorithm (FPA), which determined the location of MS by
measuring the radio signal strengths [39]. The average error of vehicle speed estimation
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by using FPA was 3.39%. Ergen et al. proposed a MS localization method by measur-
ing the received signal strength indicator (RSSI) and locating the MS [40]. Cheng et al.
devised a estimation model that analyzed two connected fingerprint positioning locations
for estimating vehicle speed [41]. Chitraranjan et al. proposed a RSS fingerprints model
based on probability [42]. This method had a good performance in estimating travel time.

2.4. The limitation of current related work. Many researchers have discussed the
methods of traffic information estimation from CFVD. The limitation of current related
work is generalized and organized below: CFVD mostly analyzed traffic by tracking the
movement of the same phone, and there are privacy issues; The single exponential distri-
bution cannot completely conform to the probability distribution of real communication
behavior, resulting in low estimation accuracy. Thus, a deep learning-based probabilistic
analysis model is devised to illustrate the probability of communication behavior. And
the proposed probabilistic analysis model is devised to reckon the vehicle speed.

3. Traffic information estimation. In this section, a novel traffic information esti-
mation approach based on deep learning and CFVD is devised. The amount of CAs is
utilized to estimate the probabilistic analytic model by deep learning. The vehicle speed
can be estimated based on the proposed model. Then, traffic flow is estimated in line with
the amount of NLUs. Furthermore, the traffic density can be acquired by the combination
of estimated vehicle speed and traffic flow.

3.1. Vehicle speed estimation. The sequence diagram that the MS performs CA is
implied as Fig. 1. The MS is moving along the road and performs one call(at time t0). At
time t1, it enters the road covered by Celli. Then, it performs another call(at time t2).
A probabilistic analysis model is devised and help to propose a vehicle speed estimation
approach.

Figure 1. The MS performs CA for vehicle speed estimation

3.1.1. A probabilistic analysis model for the consideration between CA and vehicle speed.
This study devised a probabilistic analysis model for the consideration between CA and
vehicle speed. The proposed probabilistic analysis model establishes a deep learning
model to learn the cumulative distribution function (CDF) of effective communication
data. Then differentiated learned model can be utilized to reckon the probability density
function (PDF) of actual communication data.

As Fig. 2 shows, in the training phase, practical data of the MS communication is
gathered from CFVD and the cumulative probabilities is collected. Then the proposed
model is trained and the trained model can be exploited and reckon the CDF of practical
communication data. In the performing phase, the trained model is differentiated and
the PDF of actual communication data is estimated.
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Figure 2. The suggested deep learning method for PDF

Figure 3. The difference between original probability density function
curve and actual probability density function curve

This study utilizes some common probability distributions to simulate the proposed
model. The MS communication data collected from CFVD was distributed exponen-
tially [17, 20, 22, 30]. Whereas, the actual distribution of communication data should be
complicated. As Fig. 3 indicates, the red curve is the normal distribution, and the blue
curve is the actual probability distribution. Obviously, two curves are generally similar,
but there are specific differences which can be distinguished. Therefore, in order to en-
hance the precision of practical probability distribution estimation , this study utilizes
deep learning method to construct probabilistic analytic model and estimate correspond-
ing CDF and PDF.

As Fig. 4 shows, the cumulative probabilities of actual communication data is acquired
as the input of neural network model. In the hidden layer, several common distributions
are proposed to be the activation functions. For example, the CDFs of normal distribution
(ND), log-normal distribution (LD) and exponential distribution (ED) can be appropriate
activations. The output proposed model is the CDF of actual data. Furthermore, the
PDF of actual communication data can be estimated from the derivation of neural network
model [43]. The notation in this study is outlined in Table 1. Equation 1 depicts the
correlation between vehicle speed and the amount of CAs.
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Figure 4. The neural network approach for reckoning the CDF

Table 1. The definition of summarized notation

Parameter Description
i The cell’s number

Qi(car/h) The practical traffic flow of road segment covered by Celli
Ki(car/km) The practical traffic density
Ui(km/h) The practical vehicle speed
qi(car/h) The estimated traffic flow of road segment covered by Celli
ki(car/km) The estimated traffic density
ui(km/h) The estimated vehicle speed
ri(event/h) The amount of CAs

li(km) The length of road segment covered by Celli
µ1 The expected value of the exponential probability density function
µ2 The expected value of the normal probability density function
µ3 The expected value of the log-normal probability density function
σ2 The variance of the normal probability density function
σ2 The variance of log-normal probability density function
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3.1.2. A vehicle speed estimation approach. The proposed model illustrates that CA and
vehicle speed has interesting correlation. Thus, a single neural network is adopted to learn
the proposed probabilistic analysis model and reckon the vehicle speed. The input is the
amount of CAs and output is estimated vehicle speed of MSs. Thus, vehicle speed can be
reckoned by the probabilistic analysis model.

3.2. Traffic flow estimation. Fig. 5 introduces the process of NLU when vehicle is
moving on the road. The introduction of NLU events for traffic flow estimation is described
below: NLU event is executed while location area (LA) changes [12]. With only one MS
per vehicle, real traffic flow is Qi. Thus, the estimated traffic flow (qi) can be described
as Equation 2.

qi = Qi (2)

3.3. Traffic density estimation. The unit of traffic flow is vehicles per hour. The unit
of vehicle speed is kilometers per hour. And the unit of traffic density is vehicles per
kilometer. According to the unit of traffic flow and vehicle speed, traffic density (ki) can
be expressed as Equation 3.

ki =
qi
ui

(3)

4. Simulation results. This section considers a suitable experimental environment for
traffic information estimation method and evaluates the feasibilities of traffic flow estima-
tion, vehicle speed estimation and traffic density estimation.

4.1. Experimental environment and methodology architecture. This study de-
signs a simulation experiment to sustain the feasibility of the proposed approach. Fig. 6
introduces the architecture of the proposed method which includes vehicle movement trace
generation, MS communication trace generation, and deep learning model. The inputs of
vehicle trace generator consist of the road conditions (e.g., traffic flow, the number of lanes,
the length of the road, and the locations of handover points) and the vehicle movement
behaviors (e.g., desired vehicle speeds, car-following model, and lane-changing model).
The output of vehicle movement trace generation is a traffic trace file that documents
vehicles’ information (e.g., actual vehicle speed, location, time information and vehicle’s

Figure 5. The spatial graph for NLU event
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Figure 6. Trace-driven simulation for the traffic information estimations

from CFVD and deep learning

number). The inputs of MS communication generator consist of the MS communication
behaviors (e.g., normal location update, call inter-arrival time, and call holding time) and
the vehicle movement behaviors. The output of MS communication trace generation is a
trace file which includes each MS’s information (e.g., vehicle’s number, desired vehicle’s
speed, call arrival time, and call departure time). MS communication information in-
cludes CA’s number. The estimated traffic flow is collected from vehicle movement trace
generation.

This study generates traffic simulation data from traffic simulation tool VISSIM [44,45].
The situation of freeway is considered as which the vehicle speeds range from 85 km/h
to 120 km/h and the length of a 3-lane freeway is 10 km. Fig. 7 indicates that there are
11 handover points and 10 cells distributed in four location areas on a freeway segment.
Actual traffic information is gathered by VDs. It includes vehicle’s ID, vehicle’s speed,
and the time information of each vehicle moving into each cell. The simulation data refers
to reference [20]. The simulation time is set to 24 hours for objective results and high
accuracy. The MS communication behaviors (e.g., call inter-arrival time and call holding
time) are generated by a random number generator. The data of MS communication
behaviors are both normally distributed. Their mean values are 1 h/call and 1 min/call,
respectively.

The assumptions adopted in the experiments are concluded below.

• The actual vehicle speed Ui km/h, actual traffic flow Qi cars/h, and traffic density
Ki cars/km can be gathered from VDs on the road segment covered by Celli.

• The estimated vehicle speed ui km/h, estimated traffic flow qi cars/h and traffic
density ki cars/km can be gathered from CFVD on the road segment covered by
Celli.

• The desired value of call inter-arrival time is 1 h/call according to the statistical
results from [12].

Figure 7. The spatial graph of simulation experiment
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• The desired value of call holding time is 1 min/call according to the statistical results
from [12].

• The accuracies of vehicle speed estimation, traffic flow estimation and traffic density

estimation are described as 1− |Ui−ui|
Ui

, 1− |Qi−qi|
Qi

and 1− |Ki−ki|
Ki

, respectively.

4.2. The assessment of traffic information estimation Method. This section in-
troduces the assessment of traffic information estimation: the assessment of vehicle speed
estimation based on probabilistic analysis model, the assessment of traffic flow estimation
based on NLU and the assessment of traffic density estimation.

4.2.1. The assessment of vehicle speed estimation. Equation 1 indicates that the rela-
tionship between the vehicle speed and the number of call arrivals. The number of call
arrivals had a mapping relationship with the inverse of the vehicle speed. Based on the
mapping relationship, the feasible neural network model was trained and acquired. The
model adopted designed activation functions which include the CDF of normal distri-
bution, exponential distribution and log-normal distribution. From simulation and data
analysis, the proposed neural network model generated better performance. The sim-
ulated amounts of CAs from Celli are acquired from CFVD to estimate vehicle speed.
Parameter settings were as follows: li=1.0km and µi=1 call/h. The accuracy of vehicle

speed estimation is described as 1 − |Ui−ui|
Ui

. From Table 2, the accuracy of estimated

vehicle speed on road section wrapped by Celli is 96.13%.

4.2.2. The assessment of traffic flow estimation. As Fig. 5 showed that a MS was moving
from one LA to the next LA, the NLU event was performed. The simulated amounts of
NLUs from Celli were gathered by CFVD to generate qi. The NLU event occurs when MS
enters a new LA, so the estimated traffic flow covered by Celli is consistent in the same

LA, as Fig. 7 shows. The accuracy of traffic flow estimation was 1− |Qi−qi|
Qi

, as shown in

Table 3. The experiment result indicated that the average accuracy of estimated traffic
flow for 1 hour was 99.43%.

4.2.3. The assessment of traffic density estimation. For the assessment of traffic density
estimation, the estimated traffic density was generated from the estimated vehicle speed
based on the probabilistic analytical model and the estimated traffic flow based on NLU.

This paper calculates the accuracy of traffic density estimation as 1 − |Ki−ki|
Ki

. Table 4

indicates that the average accuracy of traffic density estimation covered by Celli is 95.98%.

4.2.4. The assessment of traffic information estimation. From simulation results, shown
in Table 5, the average accuracies of traffic information estimation for 24 hours was
calculated. For the assessment of vehicle speed estimation, traffic flow estimation, and
traffic density estimation, the mean values are 96.36%, 99.80%, and 96.45%, respectively.

4.3. The comparison analysis with other methods. This study proposed a prob-
abilistic analysis model-based vehicle speed estimation algorithm for traffic information
estimation. Compared with existing methods, this method uses deep learning to train
a probabilistic analysis model. The model adopts the PDF of normal distribution, log-
normal distribution and exponential distribution as the activation function. The PDF of
actual communication data can be estimated accurately compared with linear function
or sigmoid function. The simulation consequences implied that the proposed approach
performs well with low computation cost in estimating vehicle speed. Compared with cur-
rent related work, the proposed method has advantages in limitation of communication
data. This method could learn the PDF of complex communication data and has a good
performance. [12, 28]
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Table 2. The estimation accuracies of vehicle speed.

Time Ui ri ui 1− |Ui−ui|
Ui

1 85.38 49 84.97 99.51%
2 85.31 50 84.88 99.49%
3 85.19 45 85.25 99.93%
4 88.33 54 84.41 95.56%
5 88.78 57 83.9 94.5%
6 85.12 57 83.9 98.56%
7 75.56 77 75.15 99.46%
8 68.6 80 73.67 92.6%
9 67.88 103 69.13 98.15%
10 70.1 72 77.95 88.8%
11 84.08 49 84.97 98.94%
12 83.8 77 75.15 89.68%
13 84.01 52 84.67 99.22%
14 84.39 58 83.69 99.17%
15 83.71 50 84.88 98.6%
16 82.52 96 69.69 84.46%
17 70.47 88 70.99 99.27%
18 69.87 77 75.15 92.44%
19 70.32 98 69.49 98.83%
20 86.33 67 80.61 93.38%
21 87.91 60 83.2 94.64%
22 87.37 42 85.39 97.73%
23 85.25 44 85.3 99.94%
24 90.27 47 85.12 94.3%

Average 96.13%

Table 3. The estimation accuracies of traffic flow for 1 hour

Cell LA Qi qi 1− |Qi−qi|
Qi

1 1 4001 4001 100.00%
2 1 4035 4001 99.16%
3 1 4059 4001 98.57%
4 2 4049 4049 100.00%
5 2 4075 4049 99.36%
6 2 4109 4049 98.54%
7 3 4140 4140 100.00%
8 3 4156 4140 99.62%
9 3 4179 4140 99.07%
10 4 4216 4216 100.00%

Average 99.43%

However, comparing with reference [37] can emerge some weak spots. Reference [37]
proposed a cell probe-based algorithm to consider cellular network signals (i.e., NLUs,
HOs, and CAs) for reckoning vehicle speed and the simulation results revealed that the
accuracy of vehicle speed estimation by cell probe-based algorithm is 97.63%. Thus, deep
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Table 4. The estimation accuracies of traffic density of the road section

wrapped by Celli

Time Ki ki 1− |Ki−ki|
Ki

1 46.86 47.09 99.51%
2 48.06 48.3 99.49%
3 50.5 50.47 99.93%
4 45.26 47.37 95.35%
5 43.94 46.5 94.18%
6 49.29 50.01 98.54%
7 66.1 66.45 99.46%
8 80.24 74.71 93.11%
9 98.68 96.89 98.18%
10 88.45 79.54 89.93%
11 64.29 63.61 98.95%
12 66.86 74.56 88.49%
13 65.42 64.91 99.22%
14 61.61 62.12 99.17%
15 65.69 64.79 98.62%
16 76.32 90.37 81.59%
17 80.93 80.34 99.27%
18 87.34 81.2 92.97%
19 86.74 87.76 98.82%
20 61.42 65.77 92.91%
21 52.3 55.26 94.34%
22 52.65 53.87 97.68%
23 50.47 50.45 99.94%
24 46.53 49.34 93.96%

Average 95.98%

Table 5. The estimation accuracies of vehicle speed, traffic flow and traffic

on each road section

Cell 1− |Ui−ui|
Ui

1− |Qi−qi|
Qi

1− |Ki−ki|
Ki

1 96.13% 100.00% 95.98%
2 96.71% 99.73% 96.95%
3 96.66% 99.54% 96.73%
4 95.46% 100.00% 95.59%
5 96.73% 99.77% 96.72%
6 96.74% 99.62% 96.93%
7 96.42% 100.00% 96.51%
8 96.50% 99.77% 96.66%
9 95.35% 99.57% 95.62%
10 96.85% 100.00% 96.80%

Average 96.36% 99.80% 96.45%
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learning-based vehicle speed estimation should be improved and vehicle speed estimation
accuracy will be higher.

5. Conclusions and future work. At present, the car ownership is still increasing,
which puts forward new requirements for ITS. Meanwhile, traffic congestion has wasted
large amounts of common society resources. Using CFVD to acquire real-time traffic
information has become a significant technique. It is cost-effective and convenient com-
pared with VDs and GPS-based probe cars for ITS. In addition, CFVD-based method
can avoid privacy issues. Thus, CFVD is becoming more and more popular. Some stud-
ies discussed the various methods of CFVD (e.g., HO-based method, CA-based method,
and fingerprint-based method) for traffic information estimation. Experiments results
indicated that the method based on CFVD had plenty potential for improvement. For
instance, it is tough to apply HO-based method and CA-based method for urban road
networks because of the complex environment. For traffic flow estimation, the CA-based
method is convenient and accurate compared with other approaches.

A novel approach using deep learning and cellular floating vehicle data was proposed to
estimate traffic information for ITS. For vehicle speed estimation, a probabilistic analysis
model was proposed to deduce the amount of CAs. A neural network model was used to
explore the correlation between vehicle speed and CA. The NLU programmes was adopted
to acquire traffic flow data. The estimated vehicle speed and the estimated traffic flow
generate traffic density estimation. For conclusion, deep learning and CFVD had a good
cooperation effect. In simulations, the estimated data was obtained by VDs. Experimental
results implied that the averaged accuracies of vehicle speed estimation and traffic density
estimation are 96.36% and 96.45%, respectively. Therefore, this study provided a feasible
approach for enhancing the capability of the ITS.

However, there are some limitations in the study. In the current stage, communication
data may have different CDFs due to different time periods. Because the simulation site
is a section of highway, the influence of complex factors brought by the environment is as
low as possible. Thus, it is difficult to simulate in the urban road network [46–48]. Some
improvements can be implemented in the future [49–51]. More wireless communication
techniques (e.g., WiFi, LoRaWAN, and other wireless networks) could be considered for
reducing estimated location errors [52–54]. There are many discussions about collecting
traffic information while the cost is as low as possible. The popular method of gathering
traffic information is VD such as magnetic or video technologies and the cost is very
high. Furthermore, in this study, traffic flow estimation is accurate in a location area, but
not in each cell. Some studies have contributed to estimating traffic flow from handover
events and the estimated value was available. The next objective may combine the CFVD
and semantic web methods [55–57] for improving estimation accuracy and qualifying new
methods in urban road segments. Furthermore, the security techniques [58–60] could be
considered to be applied for improving the privacy.
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