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Abstract. The HigherHRNet network achieves remarkable accuracy in human pose estima-
tion. The network adopts parallel multi-branch complex structure to maintain the network
high-resolution state, while a large number of ordinary convolutional multiplication operations
generate a large number of redundant feature maps, which both impose a great burden on the
number of parameters and computational complexity of the network and affect its deployment in
mobile. To address this problem, the network maintains a parallel multi-branch structure while
improving the multiplication operation of ordinary convolution, therefore, we introduce the effi-
cient convolutional module, Ghost block. The block uses an appropriate number of convolution
filters to process the internal feature mappings, and then applies a series of transformations
consisting of linear operations to generate more redundant feature mappings. We design a new
bottleneck block, Ghsotbottle, which integrates the SE attention mechanism that obtains more
useful channel information by the way of channel assigning different weights. To replace the
convolution module and bottleneck module of HigherHRNet network with this pair, therefore,
design Lite-HigherHRNet network based on effective convolution for high-resolution human pose
estimation. The experiments are validated on the MS COCO2017 dataset, and the experimen-
tal results show that the number of network parameters and the computational complexity are
effectively reduced while maintaining the detection accuracy.
Keywords: Human pose estimation, Efficient convolutional module, Channel attention mech-
anism, Lite-HigherHRNet.

1. Introduction. With the rapid development of deep neural networks, human pose esti-
mation technology has also made significant progress and is widely used in human-computer
interaction, gesture recognition, pedestrian rediscrimination, target tracking [1, 2] and other
fields [3]. For human pose estimation, the state-of-the-art network structures usually include
encoders and decoders. Most of the models usually use deep convolutional neural networks
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(CNNs) as feature encoders, due to their efficient performance. As far as the decoder is con-
cerned, a heatmap-based [4] approach is usually used to represent the estimated human key
points. Since the performance of the heatmap is greatly degraded by the input of low-resolution
maps, which greatly affects the performance of key point estimation, it is common to stack up
sampling layers to recover the high resolution to improve its localization accuracy. HourGlass [5]
improves performance by skip connections to leverage information from feature maps at differ-
ent scales and has been shown to be effective for human pose estimation. SimpleBaseline [6]
adopts a few transposed convolution layers for generating high-resolution representations. HR-
Net [7] recovers the high resolution from the parallel low resolution, and the whole process
always maintains a high-resolution state. ResNet [8] ,VGGNet [9] and other serial networks
have excellent performance in image classification, but it is difficult to improve the human
posture estimation by widening and deepening the traditional serial networks.

In human posture estimation, the parallel high-resolution network can achieve good perfor-
mance. In particular, HigherHRNet [10] uses HRNet [7] as the backbone network for feature
extraction, and has achieved the best performance in the CrowdPose dataset of more than
150GMACs. However, when the network achieves high accuracy, we also need to consider
the network calculation amount and complexity. HRNet parallel multi branch high-resolution
network, the low resolution branch captures the context information and the high-resolution
branch retains the spatial information. The multi-resolution features are fused through the
transmission unit to form a more informative feature map. The parallel high-resolution net-
work structure is also very complex. It requires a lot of computation to recover high resolution
from low resolution by up sampling. And a large number of redundant feature maps are gen-
erated in the traditional convolution multiplication operation. It affects its deployment in
low-performance mobile terminals. We can not ignore its computing efficiency and storage
efficiency in order to pursue high performance. Therefore, it is of great significance for us to
deeply study an efficient human posture estimation network.

At present, one of the main ways to design efficient networks is to reduce the redundancy
by improving the matrix multiplication method of convolution process. For example, Mo-
bileNet [11] and ShuffleNet [12] of the classification network. In particular, Huawei proposes
that GhostNet [13] has obvious effect in reducing the amount of network parameters. Inspired
by this, this paper designed lite-HigherHRNet, which is a high-resolution human pose estima-
tion network based on effective convolution. First, the parallel multi branch network structure
for recovering high resolution from low resolution is still maintained. By improving the general
convolution multiplication operation method and designing an effective convolution module-
ghost module. Ghost module is operated in two steps. Convolution operation can obtain the
intrinsic feature information of the input feature layer, and the linear operation layer generates
more feature maps from the intrinsic feature map through linear transformation. In particular,
the SE [14] attention module is introduced to obtain more effective channel information by
weighting the channels to improve the accuracy of the network. Finally, the ghost bottleneck
module is proposed, which integrates the effective convolution module, SE attention mech-
anism and branch structure. Therefore, the ghost bottleneck module is used to replace the
HigherHRNet bottleneck module and the ghost module is used to replace its basic module.

2. Related work.

2.1. 2D human posture estimation. Existing human posture estimation networks are di-
vided into two main categories: top down [6, 15, 16] and bottom-up [17–19]. The top-down
approach is to first detect the bounding box from the image using a human detector, and
simplify the multiple bounding boxes in the image into a single human pose estimation. For
example, Mask R-CNN [20] human pose detection algorithm directly after Faster R-CNN [21]
branch, The RoIAlign method is used to make it no longer rounded when downsampling. The
error generated by the quantization operation is eliminated and the pixels can be well aligned
after downsampling. The G-RMI [22] algorithm follows the common top-down human pose
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estimation algorithm, using two independent human detection algorithms and pose estimation
algorithms to first detect the human body in the image and then estimate each key point respec-
tively, and finally estimate the overall human pose. The bottom-up approach directly inferred
the association information of the joint points and all characters in the image, and grouped the
key points according to the association information of the key points of the characters, from
which the multi-person pose estimation was performed. OpenPose [23] is a multilevel network
that generates a two-branch structure to implement the prediction heat map and the grouping
task. OpenPose introduces the part affinity field to compute the 2D vector between two key
points to implement the grouping task. PersonLab [24] enables Dilated Resnet networks, which
directly learn each pair of key points and their relative 2D displacements to group key points.
Wu. et al. [25] proposed that combine vibe with a simple multi-scale abnormal behavior detec-
tion algorithm to realize the recognition of human moving targets. A better bottom-up pose
estimation method, HRNet [7] network maintains a high resolution multi-branch parallel struc-
tured network that allows multi-resolution fusion, which effectively solves the problem of scale
variation and achieves good results in bottom-up pose estimation. Higherhrnet [10] uses HRNet
as the base network to generate high-resolution feature maps, and by adding deconvolution,
higher-resolution feature maps are generated to predict heat maps and grouped using the Asso-
ciative Embedding method. EfficientHRNet [26] combine the recent advances in model scaling
with high-resolution feature representations and creates highly accurate models. LitePose [27]
adopt fusion deconv head and large kernel conv to desgin an efficient single-branch architecture
for pose estimation.

2.2. Lightweight network method. Reduce the number of parameters of the network by
compressing the algorithm model, such as Network Pruning [28], Knowledge extraction [29],
Quantization [30] etc. But the dominant is to improve the traditional convolutional multiplica-
tion operation, the traditional convolutional multiplication operation contains a large number
of parameters and floating point operations, convolutional operations include convolutional
spatial information calculation and channel information calculation,such as MobileNet [11]
and ShuffleNet [12]. these networks reduce the redundancy in matrix vector multiplication,
depth-separable convolutional operations can effectively reduce the number of parameters of
the network. for example,convolution and skip connection in Squeezenet network can achieve
similar results as AlexNet network in image classification and have less number of parameters.
MobileNet [11] network uses deep separable convolution, thus sepa rating the fusion of spa-
tial information and channel information,and dividing the convolution process into two steps:
channel-by-channel convolution (fusion of spatial information) and point-by-point convolution
(fusion of channel information), which greatly reduces the computational effort. ShuffleNet [12]
shows that using a large number of convolutions in the network consumes a lot of resources and
causes the channels to be full of constraints, which reduces the accuracy of the model to some
extent.In order to further reduce the computation, ShuffleNet proposes a channel mixing wash
to complete the fusion of information between channels. Huawei proposes the GhostNet [13]
network, which designs a new basic neural network unit Ghost block, divides the ordinary
convolution in the neural network into two parts, the first part uses an appropriate number of
convolution filters to process the internal feature mappings, and then applies a series of trans-
formations consisting of linear operations to generate more redundant feature mappings, which
greatly reduces the number of required parameters compared to ordinary convolution.

2.3. Attention mechanism. The attention mechanism is widely used in deep learning, such
as video saliency display [31], face recognition [32] and other fields, to obtain salient regions
by selectively focusing on useful information and ignoring other redundant information. For
example, Wu. et al. [31] proposed the use of wavelet transform and feature comparison to
achieve the role of attention mechanism to obtain the video salient regions. In the field of
image processing, the attention mechanism divides attention into three types: channel domain
attention, spatial domain attention, and channel-space hybrid domain attention based on a
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mixture of both, and the attention mechanism that is generally not specifically stated is spatial
domain attention. And the mechanism of channel-domain attention is to learn more useful
features by learning the weights of channels during network transmission.

3. HigherHRNet network. The bottom-up HigherHRNet [10] uses HRNet [7] as a feature
extraction network to generate high-resolution feature maps, and generates feature maps with
resolution by increasing the deconvolution to compensate for the difficulty of detecting hu-
man joints with small resolution in images. The high-resolution parallel multi-branch network
HRNet consists of four parallel sub-networks, where the feature map resolution of the same
subnetwork is kept constant, and the resolution of the feature map generated by downsampling
of the parallel sub-network is reduced by half and the number of channels of the network is
doubled. The subnets contain in turn the number of modules 4, 3, 2, 1. Each module consists
of four residual bottleneck modules and a multi-resolution fusion module. The initial backbone
branch uses two convolutions of step 2 to reduce the resolution of the input image to 1/4, the
first stage consists of four residual units,each residual unit consists of a bottleneck module with
64 channels,and then the number of channels of the feature map is reduced to C using convo-
lution, and the number of channels of the four resolution convolutions of the parallel branch
are C ,2C ,4C ,8C. Generally, a non-normalized Gaussian kernel is used to predict a Gaussian
smoothed heatmap, which represents the predicted key point heatmap, In HigherHRnet, the
accuracy of the predicted key point heat map is increased by predicting a higher resolution
heatmap. Usually, the resolution of the predicted heat map is 1/4 of the input image, and the
predicted heatmap generated by HRnet is used as the input, and after deconvolution, a new
feature map with two times of the input heat map is generated, so that the predicted heat map
of human joints with double-resolution rate can be better predicted to the pose of small and
medium people.

4. Ghost block models. There is a great similarity between the feature maps output by the
convolutional layer, so a large amount of redundancy is generated. The Ghost [13] block is
mainly composed of two parts,the convolutional layer and the linear operation layer, which can
obtain the intrinsic feature information of the input feature layer, and the linear operation layer
can generate more feature maps from the intrinsic feature map by a simple linear transformation.
The internal feature maps generated by the linear mapping and the feature maps generated
by the convolutional mapping are integrated into the Ghost block, which greatly reduces the
number of parameters and the computational effort.

Input

...

1

2

k

Identity

Output

Figure 1. Ghost block models

As shown in Figure 1. Ghost module convolution process, the Ghost module first obtains
the intrinsic feature map by convolution operation, assuming that the input feature map is
c, the number of channels is c,the height of the feature map is h, the width is w, after the
convolution f operation, f ∈ Rc×k×k×m,the number of channels is m, the convolution kernel is
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k × k, The output feature map is Y1 ∈ Rh′×w′×m, n denoted as the number of output feature
maps, ignoring the bias term, and the convolution operation is expressed as in Equation 1:

Y1 = X ∗ f (1)

Second, we obtain an N-dimensional intrinsic feature map by performing a linear operation
on the intrinsic feature map to produce more similar feature maps. The input feature map
Y1 ∈ Rh′×w′×m, output feature map Y2 ∈ Rh′×w′×n, and linear operation are expressed in
Equation 2:

Y2ij = ϕij (Yij) , ∀ i = 1, . . . ,m; j = 1, . . . , s, (2)

where: ϕij denotes the linear transformation function for the ith linear transformation of the
jth feature map. Y1i denotes the hth feature map in the input ith intrinsic feature map. It is
worth noting that the computational cost of the linear operation on each channel is much lower
than that of the normal convolution operation.

Finally, we stitch the intrinsic feature map of the channel dimension with the feature map
generated by the linear operation. As expressed in equation 3:

Y = Cat (Y1, Y2) (3)

The output feature map is obtained as Y ∈ Rh′×w′×n, the number of channels is n, and this
method can significantly reduce the network operation parameters with less loss of network
accuracy.

Assuming that the convolutional kernel size of the network is k × k, the compression factor
is s, Cin denoted as the number of input channels and Cout denoted as the number of output
channels, so the ratio of the number of network parameters is expressed in Equation 4:

rp =
Cout

s
· Cin · k · k + (s− 1) · Cout

s
· k · k

Cout · Cin · k · k
=

s+ Cin − 1

s · Cin

≈ 1

s
(4)

The complexity of the network operation is expressed in Equation 5:

rc =
Cout

s
·H ·W · Cin · k · k + (s− 1) · Cout

s
·H ·W · k · k

H ·W · Cout · Cin · k · k
=

s+ Cin − 1

s · Cin

≈ 1

s
(5)

5. SE attention mechanism. The filtering function of important channels is achieved by
assigning attention weights to the feature map channels to obtain channel information more
effectively. The schematic diagram of SE [14] attention module is shown in Figure 2:
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Figure 2. Schematic diagram of SE attention module

The input feature map X, W , H, C represents the width, height, and number of channels of
the feature map. Firstly, the global average pooling operation is performed on the input FTR

channel features to extract the global information of each channel to obtain the Fsq (·) in the
graph; then the output is connected to the channels of the feature map by two levels of full con-
nection operation to obtain the Fex (·) in the graph.Then the sigmoid normalization operation
is performed to normalize to the 0 ∼ 1 range to obtain the final attention weight value of each
channel; finally the obtained weight value is multiplied with the initial channel, so that the
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network can obtain more effective information about each feature map information. Therefore,
by adding the SE attention mechanism to the network, the weights of high information flux
channels can be enhanced more effectively and the weights of bottom information channels can
be suppressed, thus enhancing the effective utilization of channel information.

Therefore, inspired by the design idea of residual bottleneck structure of Resnet network,
we introduce the new Ghsotbottle module, in order to enable the network to obtain more
effective information of human keypoints, incorporate the SE attention mechanism, suppress
the low utility channel information, weight the high utility channels to obtain more effective
utilization. This allows the network to focus on the feature maps that highlight the key points of
the human body, making the key points more prominent. The Ghsotbottle module in Stride=1
consists of two Ghost modules stacked: the first Ghost module focuses on the expansion of the
channels, and the second Ghost module focuses on the reduction of the number of channels.
Similar to the execution residual structure, it is necessary to add the number of channels initially
input to the Ghostbottle module and the number of channels passing through the two ghost
modules. Therefore, it is necessary to keep the number of channels after passing through the
two Ghost modules the same as the input. As for the case where Stride=2, the shortcut path is
implemented by a downsampling layer and a depth-wise convolution with Stride=2 is inserted
between the two Ghost modules. The specific algorithm is shown in Algorithm 1.

Algorithm 1 Ghostbottle module with SE module structure

Input: X ∈ Rcin×h×w: represents the output from the previous convolutional layer,the in-
put of this convolutional layer Ghost: Ghsot effective convolution block;SE: channel atten-
tion mechanism module;DWconv: deep separable convolution;shortcut: residual structure
channel connection;S: representative stride;RES: residual structure input feature map.
Output: X ∈ Rcout×h×w.

1: RES ← X: The number of channels of the input feature map is Cin.
2: X ← Ghost1(X): The feature map is expanded by Ghost1 convolution block to achieve

the number of channels.
3: if S>1 then:

X ← DWconv(X): stirde¿1 needs to be downsampled, after DWconv operation.
4: end if
5: if SE=Ture then:

X ← SE(X): Determines if the SE module is added to weight the channels.
6: end if
7: X ← Ghost2(X): Compress the number of channels of the feature map so that it is the

same as the number of input channels.
8: X ← X+shortcut(RES): The initial feature map of the residual structure is summed with

the output feature map, and both of them have the same number of channels.

6. Lite-HigherHRnet network. The same HRNet parallel multi-branch network structure
is used, and the proposed effective convolution Ghost module is an improvement of the ordinary
convolution. Inspired by the construction of bottleneck modules from Resnet network, we also
constructed stride=1 and stride=2 Ghostbottle bottleneck modules, The amount of convolution
parameters is reduced while balancing the effectiveness of convolution in acquiring information.
Therefore, the SE attention mechanism is integrated in the Ghsotbottle bottleneck module
to enhance the information exchange between channels by assigning different weights to the
channels. In stage1 uses Ghostbottle module with Stride = 2 to replace the bottleneck module
stacked by two ordinary convolutions. However, the bottleneck modules of stage2, stage3,
and stage4 are basicblock modules replaced by Stride=1 Ghostbottle module. The Conv2D
normal convolution of the network in the downsampling transfer module is replaced by the fast
convolution Ghost module. By improving the normal convolution of the backbone network, the
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computation and the number of parameters of the network are greatly reduced, compared with
the original HigherHRNet, the number of parameters of the network is reduced by 42.6% and
the computational complexity is reduced by 31.2%, The structure of Lite-HigherHRnet network
is shown in Figure 3.
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Figure 3. Lite-HigherHRnet network architecture.

7. Experimental results and analysis.

7.1. Experimental data and platforms. Experimental platform: 64-bit Ubuntu 18.04, 24G
video memory, two 3090 video cards and Pytorch1.7, python3.8, cuda11.0 experimental plat-
form.

COCO dataset [33]: This experiment is conducted on the Microsoft COCO2017 dataset,
which contains 200,000 images and 250,000 pedestrian instances with 17 key point annotations,
and the COCO2017 dataset is divided into train/val/test-dev datasets, which have 57k training
datasets, 5k evaluation datasets and 20k test datasets, respectively , 5k evaluation datasets and
20k test datasets, respectively. Our experiments are trained on the COCO2017 training level
and the obtained results are evaluated on the COCO2017 val evaluation level, and the obtained
results are compared with other methods that have excellent results.

7.2. Evaluation indicators and training strategies. Objective key point similarity (OKS)
is a standard evaluation metric for the COCO dataset, and the OKS is shown in equation 6:

OKS =

∑
i exp (−d2i /2s2k2

i )σ (υi > 0)∑
i σ (υi > 0)

(6)

The following scoring criteria were derived from the AP under the OKS standard evaluation
metrics of the COCO dataset.

mAP : the mean value of all APs obtained with 0.05 interval OKS in the range of [0.50, 0.95]
as the threshold value.

AP 50: accuracy at OKS=0.5.
AP 75: accuracy at OKS=0.75.
APM : accuracy of human pixels at [322,962], i.e., medium scale population accuracy.
APL: body pixels > 962, i.e., large scale population accuracy.
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8. Training process. The data enhancement in this experiment mainly consists of random
rotation ([−30, 30]), random scale ([0.75, 1.25]), and random translation ([−40, 40]) cropping
operations on the input image of size 512, as well as random flip of the input image. Overscaled
heat maps of 128× 128 and 256× 256 are generated at HigherHRnet by adding deconvolution.
Wep use the Adam optimizer and train 300 epochs with a base learning rate of le−3, a learning
rate of 1e− 4 at the 200th epoch and a learning rate of at the 260th epoch.

8.1. Experimental results and analysis. The experimental results of the Lite-HigherHRNet
network proposed in this paper are validated on the COCO2017 VAL dataset and compared
with the validation results of other state-of-the-art networks, and the obtained results are
shown in Table 1 below. In this paper, we propose to use the efficient convolution-Ghost mod-
ule instead of the ordinary convolution module, by dividing the ordinary convolution into two
operations, using the ordinary convolution method to generate the intrinsic intrinsic convolu-
tion first, and then generating more redundant feature maps by linear operations. In this paper,
a scaling factor of S=2 is used to generate redundant feature maps. According to the formula
shown, the number of network parameters and operation more complexity of HigherHRNet
will be reduced by 50% in the ideal state, but the SE attention mechanism is added in con-
structing the Ghostbottle module, which will have an impact on the number of parameters
and operation complexity of the network, compared with the HigherHRNet-32 network, the
number of parameters in this paper is reduced by 42.6% and the computational complexity is
reduced by 31.2%. Compared with the accuracy of HigherHRNet-32, the accuracy is reduced
by 1.1%, but compared with HRNet-32, the accuracy is increased by 1.2%. It is found that the
accuracy of AP 50,AP 75,APM ,APL is partially lower than that of HigherHRNet-32. However,
compared with HRNet, the accuracy of AP 75,APM is 1.2% and 3%. It can be seen that the
network still has a high accuracy in estimating small and medium-sized people and the use
of double-resolution heatmap can make up for the error of keypoint prediction. At the same
time, the amount of calculation parameters and complexity of the network are greatly reduced.
The network always keeps acquiring the feature map at high resolution and incorporates the
SE attention mechanism to enhance the effective utilization of channels. The improvement of
the convolutional multiplication manipulation can effectively realize the network lightweight,
but the addition of the attention mechanism will affect the detection accuracy of the network,
so that the network can still achieve good detection results with only a small sacrifice of the
detection accuracy while realizing the lightweight.

Table 1. Validation results of the COCO VAL dataset

Method Input Size Params GFLOPS AP AP 50 AP 75 APM APL

Openpose [23] \ \ \ 61.8 84.9 67.5 57.1 68.2
Hourglass [5] 512 277.2M 206.9 56.6 81.8 61.8 49.8 67.0

PersonLab-101 [24] 1401 68.7M 405.5 66.5 88.0 72.6 62.4 72.3
HRNet-32 [7] 512 28.5M 38.9 64.1 86.3 70.4 57.4 73.9

HigherHRNet-32 [10] 512 28.6M 44.6 66.4 87.5 72.8 61.2 74.2
Lite-HigherHRNet 512 16.4M 30.7 65.3 86.2 71.6 60.4 73.5

8.2. Experimental visualization and analysis. This paper is validated on the COCO2017
dataset, which contains 5000 images, and 17 key points of the human body are labeled and
the labeled key points are detected. 17 key points are: nose, left eye, right eye, left ear, right
ear, left shoulder, right shoulder, left elbow, right elbow, left wrist, right wrist, left crotch,
right crotch, left knee, right knee, left ankle, right ankle. In this paper, the network outputs a
multi-scale degree heat map for predicting each key point in order to be able to detect the key
points of small crowds in images, and a single image and a multi-person image are randomly
selected from the COCO2017 VAL dataset to verify the detection results.
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As shown in Figure 4, Figure 5, the key point response heat maps of five randomly selected
human key points under 128 pixels and 256 pixels in single and multi-person states, respectively,
are compared and found that the location of the key points can be predicted more accurately
under 256 pixels, and the key points that are obscured in the single-person state accordingly.
In the multi-person state, there is a situation where multiple people are obscured from each
other and the far field of view, it is found that the key point heat map under 128 pixels will
show overlap between heat map and heatmap, and there is a deviation for the positioning of the
heatmap, compared to 256 pixels which can accurately predict the location of the key point,
and the heatmap for the far field of view condition response is more obvious than 128 pixels.
The comparison reveals that the use of dual heatmap prediction can well compensate for the
errors in detection for multiple people and distant field of view populations. It indicates that
the detection at higher pixels has the ability to resist occlusion and interference.

(a) 128-gt

(b) 128-pre

(c)256-gt

(d)256-pre

Input

Figure 4. Single person key point response characteristics diagram

Note: (a) is the 128-pixel single person labeled keypoint response feature map; (b) is the 128-
pixel single person predicted keypoint response feature map; (c) is the 256-pixel single person
labeled keypoint response feature map; (d) is the 256-pixel single person predicted keypoint
response feature map.

Input

(a)128-gt

(b)128-pre

(a)256-gt

(b)256-pre

Figure 5. Multi-person critical point response characteristics diagram
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Note: (a) is the 128-pixel multiplayer labeled keypoint response feature map; (b) is the
128-pixel multiplayer predicted keypoint response feature map; (c) is the 256-pixel multiplayer
labeled keypoint response feature map; (d) is the 256-pixel multiplayer predicted keypoint
response feature map.

In this paper, the human pose estimation graph can be obtained by connecting the key points
according to the detection through the visualization tool, as shown in figure 6 COCO dataset
human pose estimation can be viewed.

(a) (b)

(c) (d)

Figure 6. Human posture estimation results for the COCO dataset

(a) indicates the result of human pose estimation in single person state; (b) (c) two figures
appear multi-person condition, it is obvious to find that in (b) figure the persons are obscured
from each other, which affects the detection of key points of the human body as a whole, and
can only estimate the pose of the detected part. In figure (c), there is no serious occlusion
between multiple people, and the pose of the human body in the far field of view can also be
estimated.(d) shows a self-occlusion situation where the key points of the human part are not
detected, which affects the overall pose estimation, and the pose estimation is not possible due
to the incomplete and blurred state of the human in the far field of view. In this paper, we
use Ghost module to achieve a lightweight network but at the same time reduce the detection
accuracy of the network, but the network maintains a high-resolution extraction of feature maps
and output dual-resolution prediction heat map, when there are multiple people blocking each
other, the small field of view of the human body can also detect the key points of the human
body to estimate the human body.

9. Conclusion. HigherHRNet [10] uses a high-resolution parallel network as the backbone
network for feature extraction and achieves excellent performance in human pose estimation,
but the large number of parameters of the network limits its deployment at the network side.
To address this issue, we still use the network structure of high-resolution branching to main-
tain the network feature extraction accuracy, because the normal convolution process generates
a large number of redundant maps, and therefore, the multiplication operation of convolution
is improved to reduce the number of parameters generated by the convolution process. De-
signing the effective convolution Ghost module. It implements the convolution process in two
steps, first using ordinary convolution to generate the intrinsic feature map, and then a linear
operation to generate the redundant feature map to reduce the number of outputs of the con-
volution process. The basic bottleneck module of HigherHRNet is replaced by the Ghostbottle
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module, but the Ghostbottle module is built based on two effective convolutional Ghost mod-
ules. While achieving a lightweight network, the Ghostbottle module incorporates a channel
attention mechanism to enhance its accuracy by effectively utilizing important channel infor-
mation. The results from the experiments show that, compared to the HigherHRNet network.
the amount of network parameters is reduced by 42.6% and the computational complexity is
reduced by 31.2%. Although it has an impact on the detection accuracy of the network, the
network can still maintain a good detection accuracy by using the output dual-resolution pre-
diction heat map, which can achieve accurate detection of key points of small and medium-sized
populations in the network, thus proving the research to be of great significance. We can build
simpler network structures with effective convolutional multiplication operations. Combining
the two ways of improving the network structure and improving the convolution operation, and
studying them in depth, we can achieve the light weight of human pose estimation and solve
its deployment problem.
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