Research on an Intelligent Evaluation System for Used Car Prices Based on Improved Machine Learning Algorithms
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Abstract. The advent of the big data era offers great opportunities for the development of online trading platforms for used cars. However, problems such as lack of appraisal data, asymmetric appraisal information and high cost of the appraisal process can limit the use of the three traditional used car price appraisal methods. Therefore, it is important to design an accurate and reasonable used car valuation method in the current immature market. As an advanced machine learning model, the Random Forest algorithm has strong advantages in terms of prediction accuracy, missing value handling and noise tolerance. Therefore, this paper introduces the Random Forest model into the study of used car value evaluation and improves the Random Forest model. Firstly, based on the characteristic price theory, 16 indicators were selected as characteristic variables among the factors influencing the value of used cars, and divided into 7 physical variables, 6 functional variables and 3 market variables. Secondly, aiming at the problems of poor training accuracy and relatively poor voting ability, an Inertia Bacterial Foraging Optimization Random Forest algorithm (IBFO-RF) is proposed. A multiplicative weight is set for all decision trees to match their training accuracy, and then the basic parameters of the Random Forest algorithm are optimally selected iteratively using inertia weighted bacterial foraging optimization to improve the output correctness. Finally, the data is imported into the random forest model, and according to the average decreasing degree of mean square error, an intelligent evaluation system for evaluating the value of used cars is established. It was validated against other algorithms on four datasets in the UCI dataset. The experimental results show that the validation of the proposed IBFO-RF algorithm can effectively improve the accuracy of the final classification and has significant advantages in handling the classification problem. The proposed intelligent used car price evaluation system works well with a good fit of 92.21%. The error between the assessed and actual values is mainly within 5%.
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1. **Introduction.** In the last decade, China has created a world economic miracle, with an average annual economic growth rate of over 9%. As the level of income generated by consumers has increased, automobiles are becoming an important consumer product for people to purchase. By 2021, 302 million vehicles will have been put into service in China, with sales revenue of $440,823 billion [1]. While new cars are the primary purchasing preference of consumers, there has been a rise in the number of consumers who tend to buy used cars. Used cars are more cost effective, especially for low and middle income people. With the increase in consumer demand for used vehicles, many online trading platforms offer quality testing of used vehicles, valuation and after-sales services for transactions based on quality used vehicle sources [2]. However, the current second-hand trading market still suffers from problems such as an inadequate valuation system, which prevents consumers from making a reasonable evaluation of the value of second-hand goods.

On a macro level, the used car market demand has been growing steadily year by year, and the systematic methods of valuing used cars in the market are mainly divided into the cost method, the market method and the income method [3,4]. However, on a micro level, the used car market lacks a recognised and standardised valuation system. For example, when using the market approach to value, it is necessary to obtain accurate references as well as detailed reference standards. When using the cost approach, it is necessary to rely on the appraiser’s knowledge of the overall performance of the vehicle for scoring purposes, which requires a high level of expertise on the part of the appraiser. In addition, the cost method is labour intensive when dealing with large volumes of appraisals. With the growing demand for second-hand transactions, it is vital to find an efficient, fast and accurate means of intelligent appraisal. With the spread of big data as well as intelligent algorithms, algorithms based on machine learning models are widely used in valuation practice. Unlike traditional appraisal methods, computer operation reduces the dependence on the subjective thinking of the appraiser on the one hand, and enables the processing of large volumes of appraisal objects with the help of algorithms on the other, offering greater advantages in terms of saving appraisal labour costs and improving the efficiency of appraisal accuracy. Currently, big data classification is an important part of data mining, which is widely applied to unlabelled data mining under various data platforms [5,6,7]. After various kinds of differentiated structured data enter the data platform, how to extract valuable data in these large-scale data becomes the key to data mining. Machine learning techniques provide an effective means for the realization of big data classification mining and provide effective technical support for the deep development of various industries. Among them, commonly used machine learning techniques include [8,9,10]: Support Vector Machine (SVM), decision tree, AdaBoost algorithm, neural network algorithm, plain Bayesian classification, logistic linear regression, k-Nearest Neighbor (KNN) classification algorithm and Random Forest algorithm Random Forest (RF), etc.

As an advanced machine learning model, the Random Forest algorithm has strong advantages in terms of prediction accuracy, missing value handling and noise tolerance [11,12]. In this paper, we propose to construct a used car valuation system through the Random Forest model to effectively circumvent the various limitations of the market approach, cost approach and income approach in valuation practice, so as to establish a valuation method that is more in line with the current situation of used car transactions. The Random Forest algorithm is a classification model proposed by Breiman in 2001. The essence of Random Forest is a hybrid algorithm combining the Bootstrap Aggregating algorithm [13] and the Random Subspace algorithm [14]. The Random Forest algorithm processes the classification results of multiple decision trees by adopting a voting selection
mechanism to determine the final classification result. Since its introduction, the Random Forest algorithm has been widely used in data mining and classification problems, and many other scholars have later made improvements to the Random Forest model [15,16]. The advantages of the Random Forest algorithm are that it does not require variable selection, has a high noise tolerance, and therefore can omit the tedious work of data pre-processing. Unfortunately, several decision trees with low precision may have similar voting ability due to the vote selection process in the model, which lowers the voting precision. Additionally, the final classification outcomes are frequently greatly influenced by the choice of additional Random Forest model parameters [17,18].

The aim of this work is to assess the value of used cars in a way that avoids the shortcomings of the three traditional valuation methods, reduces the subjectivity of the evaluation, improves the objectivity of the evaluation and makes the assessed price more realistic and scientific. Therefore, in response to the above objectivity requirements, this work proposes a more market-appropriate intelligent appraisal method that not only improves appraisal efficiency, but also reduces appraisal costs. This work uses an improved Random Forest model to determine a system of characteristic variables suitable for the actual situation, thus establishing an intelligent appraisal system for used car values based on a system of variable-related characteristics. The values of the model parameters obtained by analysing the characteristic variable data are used to demonstrate the applicability and accuracy of the model in the used car valuation process.

1.1. Related Work. At a time when mathematical models are widely used, more and more scholars have started to apply mathematical models to valuation studies. In terms of valuation models, Tan et al. [19] used the replacement-cost approach to appraise pre-owned pure electric cars and used a weight matrix based on hierarchical analysis to adjust the coefficients of relevant factors to improve the efficiency of used vehicle valuation. Brahimi [20] conducted a detailed study on used vehicle price evaluation using the replacement cost method and eventually proved that the factors affecting the value of used vehicles were mainly related to the fuel economy and service life of the used car. In order to overcome the subjectivity of the traditional feature price method in the selection of feature variables, some scholars have tried to apply data mining algorithms to used car valuation in recent years, providing new ideas for used vehicle value evaluation. Shi et al. [21] used artificial neural network to build a used car valuation model and analysed the influencing factors of used car prices from both macro and micro perspectives. Twelve data factors were finally selected as input data for the used vehicle price valuation model. Verbelen et al. [22] used factor analysis to relate the value of used vehicles to the characteristic variables and extracted three common factors from 15 characteristic variables, confirming that the physical factors of used vehicles had the greatest influence on their valuation values. All of the above research works have effectively improved the accuracy of used car valuation by applying machine learning algorithms to multi-dimensional sample data and screening the importance of relevant characteristic variables based on the characteristic price method. The above research work also reflects the feasibility of the Random Forest algorithm in used car research. The Random Forest algorithm is a general classification technique based on the basic principle of multiple classifiers. The structure of the Random Forest algorithm is clear and relatively easy to implement, and it is able to obtain a good final output. However, there are still many areas for improvement in typical Random Forest algorithms, and researchers have therefore proposed a variety of corresponding improvement schemes. For example, Chen et al. [23] proposed a Random Forest-based feature selection algorithm that uses both sequential backward selection and generalised sequential backward selection methods for feature selection optimisation.
However, the method still suffers from the problem of decision tree voting processing, resulting in a limited degree of improvement in classification accuracy. To address the above problem, Janizadeh et al. [24] proposed the Conditional Inference Random Forest (CIRF) algorithm, which attempts to improve the decision tree voting method by distinguishing strong classifiers from weak classifiers. Although the weighted improvement optimizes the decision tree voting mechanism to a certain extent, the problem of selecting the weight parameters arises again. Therefore, how to choose the optimal weight assignment becomes the key to the weighted Random Forest algorithm.

The decision tree voting mechanism in the traditional RF algorithm has drawbacks. Therefore, in order to obtain relatively suitable or optimal parameters, a Random Forest algorithm (IBFO-RF) based on Inertia Bacterial Foraging Optimization (IBFO) is proposed in this paper to improve the final output correctness. The experimental results show that the proposed BFO-RF model exhibits better overall classification performance compared to the RF and the CIRF.

1.2. Motivation and contribution. For those decision trees with suboptimal training accuracy and relatively poor voting ability, this paper basically identifies the reasons for the inadequate performance of the traditional Random Forest algorithm by conducting detailed experiments and analysis of the traditional Random Forest algorithm. It is possible for certain decision trees with poor training accuracy to have the same voting power as others due to the Random Forest vote selection process, which has a substantial influence on the accuracy of the Random Forest’s final classification findings. The final categorization findings of the Random Forest are significantly less accurate as a result of this. It is also possible that the highest number of votes in multiple categories may be the same while classifying, making it difficult to classify.

The main innovations and contributions of this study are shown below.

(1) To address the classification difficulties arising from low precision decisions and high vote competition, this work proposes an IBFO based Random Forest algorithm (IBFO-RF). Each decision tree is multiplied by a weight proportional to its training accuracy at the time of voting. To address the problem of difficult parameter selection, the Inertia Weighted Colony Optimisation algorithm is used to iteratively improve the parameters affecting the new model.

(2) To address the problems of high cost, low efficiency and subjectivity of the current traditional manual used car valuation model, this work uses a Random Forest model to design an intelligent valuation system for used cars that can be effectively implemented in practice. The proposed system can quickly and efficiently process a large amount of input information and automatically filter the importance of characteristic variables so as to objectively select those variables that have a significant impact on the value of a used car. The proposed system enables an accurate evaluation of used car values in the presence of insufficient data and imperfect information.

2. Traditional used car valuation methods.

2.1. The Cost Approach. The cost approach, the most commonly applied of the traditional valuation methods, is also known as the replacement cost approach. First, the replacement cost of a used vehicle is assessed. Then, the depreciation of the used vehicle is assessed by analysing various physical, functional and economic factors. Secondly, by deducting the depreciated cost of the used car each time, the final method of valuation of the used car’s value is determined.

The two main valuation model expressions for the cost approach are as follows.

\[ P_e = P_r - P_p - P_f - P_c \]  (1)
\[ P_e = P_r * r_d \]  

Where \( P_e \) is the assessed value of the vehicle being valued, \( P_r \) represents the replacement cost, \( P_p \) is the physical depreciation of the vehicle, \( P_f \) is the functional depreciation of the vehicle, \( P_c \) is the economic depreciation of the vehicle and \( r_d \) represents the vehicle’s newness rate.

When determining the replacement cost of a used vehicle, two forms are generally included, namely the restoration replacement cost and the replacement cost of a replacement. The determination of replacement cost is generally based on the current cost of restoring the appraised object, while replacement cost refers to the cost of acquiring a brand new vehicle at current prices using new technology.

### 2.2. The market approach.

The principle of the market approach is to select a number of similar or identical vehicles for appraisal, in an open-ended manner, in relation to the various factors that affect the value of a used vehicle. The price of a used vehicle will be assessed by adjusting the reference price to determine its value.

Calculation method of the market approach: In the actual valuation of vehicles, it is not possible to find vehicles on the open market that are identical to those being valued, but only to find references that are similar to those being valued and make price adjustments based on the corresponding differences.

\[ P_e = P_0 \times (1 \pm k) \]  

where \( P_0 \) is the reference transaction price and \( k \) is the adjustment factor.

### 2.3. The income approach.

The present value of earnings method involves estimating the expected future earnings of the asset being valued and discounting them to their present value at a certain discount rate.

If a used vehicle has a small expected return, the appraised value of the vehicle will be low, and conversely the appraised value of the vehicle will be higher. The appraised value of the vehicle being valued is equal to the sum of the present value of the benefits over the remaining life of the vehicle and the basic formula is

\[ P_e = \sum_{t=1}^{n} \frac{A_t}{(1 + i)^t} = \frac{A_1}{(1 + i)} + \frac{A_2}{(1 + i)^2} + \ldots + \frac{A_n}{(1 + i)^n} \]  

Where \( A_t \) refers to the expected return in the \( t \)th future return period. \( n \) refers to the number of years of return. \( i \) is the discount rate (which generally includes the risk-free rate, the risk-reward rate and the inflation rate). \( t \) is the return period of the subject of the appraisal, i.e. the time over which the return can be sustained.

The replacement cost method is applicable to most used car valuations. However, due to a certain degree of information asymmetry in the used trade market, consumers do not have accurate access to the precise information required by the market approach. The income approach, on the other hand, is mainly applied to for-profit vehicle valuations. The calculation of the newness rate in the cost approach is also subject to the subjective factors of the appraiser. As a result, all three of these valuation methods present certain difficulties in practice.

With the development of artificial intelligence technology, machine learning, the most mainstream method of implementing artificial intelligence today, covers probability theory, statistics, approximation theory and knowledge of complex algorithms. Machine learning allows the use of computer tools to simulate human learning styles in real time. The Random Forest algorithm, as an integrated learning technique, has strong advantages in terms of prediction accuracy, missing value handling and noise tolerance. The Random Forest algorithm is not only able to process multi-dimensional and complex used car data,
but is also able to objectively select the factors affecting the value of used cars, overcoming the shortcomings of traditional valuation methods to a certain extent.


3.1. Introduction to the decision tree generation algorithm. The training process of decision trees does not require any prior knowledge of the samples and relies only on the multidimensional feature data of the samples to complete the training. A decision tree is more similar in shape to a multinomial tree [25] and contains three main parts - a root node, an intermediate node and a leaf node. Any of the leaf nodes represents a sample attribution category. Intermediate nodes represent different attributes, and when bifurcating downwards from an intermediate node, it is essentially classifying its corresponding attribute. Each time a sample passes through an intermediate node, it is classified according to the attribute corresponding to that intermediate node, and the number of attributes is reduced by one. The root node, on the other hand, contains all the attributes, and each sample entering the decision tree needs to be classified one step down through the root node and eventually reach the leaf nodes. The basic structure of a decision tree is shown in Figure 1.

![Basic structure of a decision tree.](Figure 1.)

Decision trees are generally generated using a recursive call approach, working from the top down. The most typical current decision tree classification algorithms are the ID3 and C4.5 algorithms. In the C4.5 algorithms, let $S$ and $M$ denote the number of training data sets and sub-data sets respectively, the "split information" for the attribute $A$ is shown as follows:

$$\text{SplitInfo}_A(S) = - \sum_{j=1}^{m} \frac{|S_j|}{|S|} \log_2 \frac{|S_j|}{|S|}$$  \hspace{1cm} (5)

Where $|S_j|$ is the number of samples in the $j$th sub-dataset and $|S|$ is the total number of samples in the dataset before the division. Assuming that $E()$ denotes the information entropy calculation, the information gain of the sample set can be shown as follow:

$$\text{InfoGain}(S, A) = E(S) - E_A(S)$$  \hspace{1cm} (6)
Where $E_A()$ represents the information entropy of $A$. The information gain rate of the sample set can be shown as follow:

$$\text{InfoGainRation}(S, A) = \frac{\text{InfoGain}(S, A)}{\text{SplitInfo}(S)}$$

(7)

C4.5 algorithm uses the commonly used pruning method on subtrees, with the following implementation conditions:

$$\text{ErrorMean} + \text{ErrorSTD} \geq \text{ErrorMean}'$$

(8)

Where $\text{ErrorMean}$ and $\text{ErrorSTD}$ are the average number and standard deviation of pruning errors, respectively, and $\text{ErrorMean}'$ indicates the average number of pruning errors for that leaf node.

4. **Decision tree pruning algorithm.** In practice, data is often collected with Gaussian white noise, which results in data that is not completely accurate. Therefore, splitting the sample completely to produce a complete decision tree may lead to overfitting, making the decision tree less capable of identifying new samples. To solve this problem, scholars have proposed the idea of pruning the decision tree. The post-pruning algorithm is to set certain thresholds after the complete generation of the decision tree, and then prune the subtrees that do not satisfy the threshold conditions and define them as leaf nodes. Using this method, it is usually possible to avoid getting trapped in a local optimum solution. There are three common post-pruning algorithms as follows [26].

(1) REP pruning method.

The REP pruning method is a bottom-up pruning method. A portion of the training sample is taken as a separate pruning set and no training is performed to generate the algorithm. The parent nodes of all leaf nodes are then cyclically determined. The decision tree is continually pruned until the error rate of change exceeds a threshold.

(2) PEP pruning method.

The PEP pruning method also calculates the classification error rate, but differs in that the pruning process is top-down. Unlike REP, PEP does not extract a separate pruning set, but directly replaces it with training samples. Starting from the root node and traversing down to each node, the node is defined directly as a leaf node if the following conditions are met

$$E(\text{Node}) \leq E(\text{Tree}) + SE(\text{Tree})$$

(9)

Where $E(\text{Node})$ represents the number of classification errors when the currently visited node is a leaf node, $E(\text{Tree})$ represents the number of classification errors when the currently visited node is a subtree, and $SE(\text{Tree})$ represents the standard error.

$$SE(X) = \sqrt{\frac{X \times (N - X)}{N}}$$

(10)

Where $X$ represents the number of classification errors in that subtree and $N$ represents the total number of samples within that subtree.

Compared to REP, PEP has a faster running speed because the top-down process avoids repeatedly judging all subtrees within the prunable subtree. However, this PEP pruning method also has the potential to fall into a local optimum solution.

(3) MEP pruning method.

The MEP pruning method also compares the error rate of each node with its subtree from the bottom up.

$$STE(\text{Node}) - DY E(\text{Tree}) \leq \epsilon$$

(11)
Where $STE()$ represents the static error rate of the intermediate node, $DYE()$ represents the dynamic error rate of the corresponding subtree of the intermediate node, and $\epsilon$ is a freely set threshold to guarantee the correctness of the decision tree.

The decision tree algorithm in this work is mainly applied to build out a Random Forest, as the voting strategy of the Random Forest will further improve the correct classification rate, so a single decision tree does not require a particularly high training accuracy. Since the Random Forest has a large number of decision trees, the training time is a key parameter. For this reason, the MEP pruning algorithm is chosen as the pruning algorithm for decision trees in this paper.

4.1. Random Forest Algorithm. The weak classifier used in the Random Forest model is the decision tree, which is essentially a modified version of the Bagging algorithm. The Random Forest algorithm uses a no-relaxation extraction operation for attributes in the random subspace algorithm, which improves global search capabilities and therefore better classification performance. Any one decision tree of Random Forest is different and can be applied to different types of samples. For different samples, the Random Forest algorithm is more adaptable than Bagging and random subspace algorithms alone.

All weak classifiers will be randomly selected $N$ times. The probability that a given sample is not drawn any of the $N$ times is $P$.

$$P = \left(1 - \frac{1}{N}\right)^N$$  \hspace{1cm} (12)

Where $N$ is the total number of training samples, all weak classifiers have their own training samples. Instead of using all training samples, sampling training is used to reduce the probability of incorrect sample extraction due to noise. The weights determined by this method have some impact on the fairness of the voting when they are stacked.

In addition, another major component of constructing a Random Forest is the random subspace algorithm, which mainly accomplishes the selection of the number of features $m$ selected at random each time, a value usually chosen empirically and calculated as follows [27].

$$m = \lfloor \log_2(M + 1) \rfloor$$  \hspace{1cm} (13)

The Random Forest model’s voting technique involves combining the outputs of many weak classifiers. The classification result of the Random Forest algorithm for the sample to be tested during the voting process is $f_{RF}(x)$.

$$f_{RF}(x) = \arg \max_{i=1,2,...,c} \{I(f_l(x) = i)\}$$  \hspace{1cm} (14)

Where $i$ denotes one of all types, $I(/)$ denotes the number of expressions satisfying the brackets, $c$ is the number of types in the entire Random Forest, and $f_l(x) = i$ denotes that the output of the $l$th decision tree is $i$.

5. An intelligent system for valuing used cars based on improved weighted Random Forest.

5.1. Disadvantages of the traditional RF. The traditional RF model not only solves the drawbacks in the original decision tree classification algorithm, but also improves the accuracy of the classification. However, there are two problems with the decision tree voting mechanism in the traditional RF algorithm.

Problem 1: In the final voting strategy of the traditional Random Forest algorithm, each decision tree can cast a vote for its own classification result. Therefore, this work introduces the principle of ’winner-take-all’ by assigning a larger weight to trees that grow well and a smaller weight to trees that do not grow well, thus allowing them to be
weighted fairly for voting. This would solve the previous problem to some extent.

Problem 2: The traditional voting process does not take into account the occurrence of tie votes. This is because decision trees that are not trained with sufficient accuracy will cast the wrong number of votes. The reason for this problem is that all decision trees have the same weight when voting.

Table 1. All feature variables.

<table>
<thead>
<tr>
<th>Variable type</th>
<th>Variable name</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Entity variables</strong></td>
<td>Brand, product range, class, number of seats, date of registration, mileage, condition damage</td>
</tr>
<tr>
<td><strong>Functional variables</strong></td>
<td>Power, gearbox type, drive type, fuel consumption type, safety features, engine displacement</td>
</tr>
<tr>
<td><strong>Market Variables</strong></td>
<td>New car prices, emission standards, number of transmissions</td>
</tr>
</tbody>
</table>

5.2. **Weighting improvements in voting methods.** As mentioned above, the traditional RF algorithm performs with some decision trees that classify well and others that may be relatively poor. Therefore, the classification ability is used on this paper to set the weights that match it in order to solve the problem that the classification ability of each decision tree is different, which requires the calculation of the correct classification rate of the first \( l \)-th decision tree \( w_l \).

\[
    w_l = \frac{X_l^{\text{correct}}}{X_L} \tag{15}
\]

Where \( X_L \) indicates the number of Pre-test samples, \( X_l^{\text{correct}} \) indicates the amount of samples accurately categorised by \( l \)-th decision tree, and \( L \) indicates the number of decision trees.

Each decision tree is given the same weight when voting, but there is no guarantee that each decision tree will end up with the same classification accuracy. As a result, certain decision trees having relatively low precision will always make the incorrect decisions, thus affecting the classification ability of the whole Random Forest. To solve such problems and reduce the impact of decision trees with relatively low training accuracy on the overall model, therefore, to obtain relatively suitable or optimal parameters (pruning threshold, number of decision trees and Pre-test sample rate), this work proposes an improved weighted Random Forest algorithm based on IBFO (IBFO-RF) to improve the final output correctness, as shown in Figure 2.

Setting \( w_l \) as the weights to match the decision tree, the output of the RF algorithm is:

\[
    f_i^{\text{tree}}(x) = i \tag{16}
\]

\[
    f_{RF}^\prime(x) = \arg \max_{i=1,2,...,c} \left\{ \sum_{l \in L, f_i^{\text{tree}}(x) = i} w_l \right\} \tag{17}
\]

Where \( x \) is the sample to be tested in the weighted Random Forest.

To facilitate the optimization of weights, the Pre-test sample rate \( X'_L \) is used instead of the number of Pre-test samples in the specific implementation of the weighted RF algorithm, which is calculated as follows:

\[
    X'_L = \frac{X_L}{\text{Total number of training samples}} \tag{18}
\]
5.3. **Operation of the Bacterial Foraging Optimization algorithm.** Based on the Darwinian theory of biological evolution, the Bacterial Foraging Optimization (BFO) algorithm [28] is an intelligent bionic optimization algorithm that mimics the instinctive foraging search behaviour of an E. coli population. BFO is able to solve efficient optimisation problems in a number of real-world applications.

In the BFO algorithm, let the population size of bacteria be \( S \) and \( \theta^i(j, k, l) \) denote the position vector of bacteria \( i \) after multiple operations, the operations of the BFO algorithm are divided into 4 types.

1. **Convergent operation.**

   The location of the bacteria after this procedure is updated as follow:

   \[
   \theta^i(j+, k, l) = \theta^i(j, k, l) + C(i) \Phi(j)
   \]  

   (19)

   Where \( \Phi(j) \) is the unit random direction vector when the bacteria are flipped, \( j \) is the number of copy operations, \( k \) is the number of migration operations, \( l \) is the number of convergent operations, and \( C(i) \) is the unit step size of the convergent operations.

2. **Aggregate operations.**

   The mathematical expression for the aggregative operation is shown as follow [29]:

   \[
   J_{cc}(\theta, P(j, k, l)) = \sum_{i=1}^{s} J'_{cc}(\theta, \theta^i(j, k, l))
   \]

   \[
   = \sum_{i=1}^{s} \left[ -h_{attart} \exp \left( -\omega_{attart} \sum_{m=1}^{P} (\theta_{m}^i - \theta_{m}^j)^2 \right) \right] + \sum_{i=1}^{s} \left[ h_{repellant} \exp \left( -\omega_{repellant} \sum_{m=1}^{P} (\theta_{m}^i - \theta_{m}^j)^2 \right) \right]
   \]

   (20)

   Where \( \omega_{repellant} \) and \( \omega_{attart} \) represent the repulsive width and gravitational width values respectively, and \( h_{repellant} \) and \( h_{attart} \) represent the repulsive height and gravitational height values respectively.

3. **Copy operations.**

   In the replication operation, the bacteria are eliminated and the number of bacteria eliminated is:

   \[
   S_r = \frac{S}{2}
   \]  

   (21)
(4) Migration operations. The migration operation occurs with a certain probability \( P \) and thus determines whether a bacterium dies or produces a new individual at a random location.

5.4. Convergence step improvement for inertia weights. In the BFO algorithm is more sensitive to the unit step size \( C(i) \) parameter of the convergence operation, which directly determines the strength of its local search and global search capability. In the traditional BFO algorithm, the parameter \( C(i) \) is fixed \([30]\), which is not conducive to a balance between local search for excellence and global search capability, so it is improved by using the inertial weight factor approach. The proposed IBFO algorithm uses a linearly decreasing convergence step, which balances between local search and global search capabilities while reducing the complexity of the algorithm.

$$C(i, j) = C_{\text{MAX}} - \frac{(C_{\text{MAX}} - C_{\text{MIN}})}{N_c} \times j$$

(22)

Where \( j \) and \( N_c \) denote the current and maximum number of iterations of the convergence operation, respectively, and \( C_{\text{MAX}} \) and \( C_{\text{MIN}} \) denote the maximum and minimum values of the convergence step, respectively. Taking \( C_{\text{MAX}} = 0.4, C_{\text{MIN}} = 0.1 \) and \( N_c = 100 \) as examples, the trend of inertial convergence step is shown in Figure 3.

![Figure 3. Trend of inertial trending step size.](image)

5.5. Optimal parameter selection. To obtain relatively suitable or optimal parameters, this work uses three variables to form a space vector as a bacterium in the IBFO algorithm.

This work takes the pruning threshold, the number of decision trees and the Pre-test sample rate and forms a spatial vector \((\varepsilon, L, X'_L)\) as a bacterium in the IBFO algorithm. The IBFO iterative process is used to search for the best bacteria within the range of
values taken in order to arrive at the optimal parameters. The fitness function for the IBFO optimisation operation is formulated as

\[ J(i, j + 1, k, l) = J(i, j, k, l) + J_{cc}(\theta, P) \]  

(23)

Where \( J(i, j, k, l) \) denotes the value of the fitness function for bacteria i at the time of the pre-trending operation.

6. Experimental results and analysis.

6.1. Experimental environment. A comparative analysis with the RF algorithm and the CIRF algorithm was carried out on four datasets in the UCI database, and several metrics were used to validate the performance of the proposed classification algorithm. Quantitative evaluation was carried out through 3 metrics: accuracy, integrated F1, and kappa coefficient of consistency test. The simulation environment for all algorithms in this work is Matlab 7.0. The experimental platform is a Windows 7 64-bit operating system with an Inter(R) Core(TM) I7-4790K @2.4GHz 2.39GHz CPU and 8GB RAM.

6.2. Experimental datasets. The relevant parameters of the four datasets from the UCI database used for the experiments are shown in Table 2.

The relevant parameter settings for the IBFO-RF algorithm implementation are shown in Table 3. The number of training samples was all approximately two-thirds of the number of test samples. Each algorithm was run nearly 2000 times on each dataset.

<table>
<thead>
<tr>
<th>Serial number</th>
<th>Data sets</th>
<th>Number of samples</th>
<th>Number of attributes</th>
<th>Number of categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Balance-scale</td>
<td>625</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>Car Evaluation</td>
<td>1728</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>Wine Quality</td>
<td>178</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>Yeast</td>
<td>101</td>
<td>16</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 2. Experimental data set.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Numerical values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{\text{MAX}} )</td>
<td>0.4</td>
</tr>
<tr>
<td>( C_{\text{MIN}} )</td>
<td>0.1</td>
</tr>
<tr>
<td>( L )</td>
<td>100</td>
</tr>
<tr>
<td>( N_c )</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 3. Experimental parameters of IBFO-RF

6.3. Evaluation metrics. In this paper, a quantitative evaluation was performed by three metrics: accuracy, composite F1, and kappa coefficient [31].

(1) Accuracy (accuracy) is calculated using the following formula.

\[ acc = \frac{1}{n} \sum_{i=1}^{n} I(f(x_i) = y_i) \]  

(24)

Where \( I(\cdot) \) indicates the number of expressions that satisfy the brackets, \( n \) indicates the total number of samples tested, and \( f(x_i) = y_i \) indicates the cases where the samples are correctly classified.
The formula for F1-measure is as follows.

\[ F_1 = \frac{2P \cdot R}{R + \frac{R}{2}} \]  

Where \( P \) is the accuracy rate and \( R \) is the completeness rate.

The kappa coefficient is calculated as follows.

\[ \kappa = \frac{P_1 - P_2}{1 - P_2} \]  

6.4. **Performance analysis of the IBFO-RF algorithm.** The experimental results of the RF algorithm, CIRF algorithm and IBFO-RF algorithm on the four test datasets are shown in Table 4, Table 5 and Table 6 respectively.

<table>
<thead>
<tr>
<th>Table 4. Comparison of accuracy rate indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RF</strong></td>
</tr>
<tr>
<td>Balance-scale</td>
</tr>
<tr>
<td>Car Evaluation</td>
</tr>
<tr>
<td>Wine Quality</td>
</tr>
<tr>
<td>Yeast</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5. Comparison of comprehensive F1 indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RF</strong></td>
</tr>
<tr>
<td>Balance-scale</td>
</tr>
<tr>
<td>Car Evaluation</td>
</tr>
<tr>
<td>Wine Quality</td>
</tr>
<tr>
<td>Yeast</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 6. Comparison of Kappa coefficient indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RF</strong></td>
</tr>
<tr>
<td>Balance-scale</td>
</tr>
<tr>
<td>Car Evaluation</td>
</tr>
<tr>
<td>Wine Quality</td>
</tr>
<tr>
<td>Yeast</td>
</tr>
</tbody>
</table>

It can be seen that the proposed IBFO-RF algorithm outperforms both the RF algorithm and the CIRF algorithm in three metrics: accuracy, integrated F1, and kappa coefficient. In addition, the accuracy comparison of the 3 algorithms on the 4 data sets is shown in Figure 4, using Table 4 as an example.

It can be seen that the IBFO-RF algorithm performs better in terms of accuracy on any dataset. Similarly, the results of the F1-measure, and the other two metrics of the kappa coefficient are consistent, which means that the IBFO-RF algorithm has the highest classification accuracy on the dataset used in the experiments and obtains more satisfactory results.
6.5. Case validation of an intelligent valuation system for used cars. The used car value evaluation results obtained by running the IBFO-RF algorithm were compared with the actual values. The test set was a sample of 214 used cars.

Four metrics, namely goodness of fit, mean relative error MRE, mean absolute error MAE and root mean square error RMSE, were used to measure the accuracy of the value evaluation, and the results are shown in Table 7. The results are shown in Table 7. It can be seen that the proposed intelligent used car price evaluation system works well, with a goodness-of-fit of 92.21%. The error between the assessed value and the actual value is mainly only 4.19%, which is far below the permitted error range of 20%. The relative errors of the 214 used cars were analysed based on their predicted and actual sold values and the results are shown in Figure 5.

It can be seen that 207 used cars, or 96.7% of the test dataset (214 cars), had an error rate of 20% or less. 122 of the 207 used cars had an error of less than 5%. Of the 214 vehicles in the sample, 7 had an error of more than 20%. The reason for the large error is that the initial data sample was obtained relatively small and therefore anomalies may not have been detected when the data was obtained or processed. In addition, there may be important factors that were missed in this work in addition to the 16 characteristic variables selected. Whichever perspective is used to explain the errors in the evaluation results, it can be confirmed that the IBFO-RF algorithm has some resistance to missing data. When there are missing or abnormal in the initial data, the IBFO-RF based intelligent evaluation system for used cars still works and evaluates well.
7. **Conclusion.** This work presents an optimally weighted Random Forest (IBFO-RF) algorithm based on IBFO. The algorithm improves on the traditional voting selection mechanism where decision trees have the same voting power by setting a multiplicative weight for all decision trees that matches their training accuracy. Secondly, the traditional colony optimisation algorithm is improved by proposing a convergence step for the inertia weights, which enables optimal iterative selection of the basic parameters of the Random Forest algorithm. Experiments show that the proposed BFO-RF improves the final output correctness and exhibits better overall classification performance than the RF and CIRF algorithms. 214 used cars were analysed in the case study, showing that the IBFO-RF-based intelligent used car evaluation system achieved a goodness-of-fit of 92.21% and the error between the evaluation value and the actual value was within 5%. This indicates that the proposed system is well suited to the evaluation of a large number of used car values. Subsequent research will be conducted to investigate the diversity of the Random Forest classification algorithm in order to enhance its classification capability in a comprehensive manner.
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