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Abstract. Infrared remote sensing ship detection is of great practical significance, whether in
military fields of maritime combat dispatching, maritime security, or in the civilian fields of
fishery management, import and export cargo transportation, and port management. Aiming at
the lower accuracy of existing detection ship methods in multi-category, multi-target and complex
backgrounds for infrared remote sensing images, the paper proposes a lightweight multi-target
detection method. The CSP Layer of YOLO v5l is replaced by ShuffleNet v2 basic unit, and a
coordinated attention mechanism is added to propose a lightweight YOLO v5l improved model,
and EIOU is introduced as the loss function of bounding box regression, which combines more
bounding box information. The experiment results show the P, R, AP and mAP 0.5 of the
presented algorithm are higher than the original model, the parameters are greatly reduced, it
also shows better performance for small targets and multi-class detection. In addition, compared
with the mainstream target detection models, both are superior to the comparison models. It
further illustrates the proposed model has better expression ability for infrared remote sensing
ship features. The study is beneficial to providing a reference in subsequent remote sensing
target detection.
Keywords: ship detection, Infrared remote sensing, YOLO v5l, ShuffleNet v2, CA

1. Introduction. Compared with traditional detectors, physical field information and other
reconnaissance methods, remote sensing technology has unique development advantages be-
cause of its observation area, periodic revisit and lack of national border restrictions [1]. With
the development of satellite payload and remote sensing imaging technology, the detection and
identification of targets in remote sensing images have become possible. As staple transport
carriers and vital military targets on the sea, ships play an important role in domestic and
international economic development and national security.

Among the existing remote sensing image processing algorithms, most of them are designed
for synthetic aperture radar images and visible light remote sensing images, and there are few
researches on the detection of infrared remote sensing ship images. Infrared remote sensing can
work around the clock, passively detect targets with good concealment, strong anti-interference
ability, and long range. It is particularly suitable for detecting infrared dim and small infrared
targets in the far infrared band, which makes the research of infrared remote sensing images
have irreplaceable theoretical value [2]. Due to the difficulty in obtaining on-board infrared
images and the lack of relevant research literature and publicly available datasets, therefore,
Infrared remote sensing image target recognition is still in the development stage [3] and has a
large research space.
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Currently, the detection methods of ships in remote sensing images, mainly based on
traditional algorithms and deep learning methods. Traditional ship detection methods, for
example method based on gray information [4], visual information extraction method [5-6],
machine learning and other methods, rely on artificially designed features and need to design
a stable classifier to improve detection accuracy.

Compared with traditional algorithms, deep learning methods have been widely used in
human action recognition [7], traffic detection [8], target recognition [9] and other fields. Due
to it can automatically learn features from images, its learning and performance capabilities
far exceed traditional algorithms. The mainstream target detection algorithms of deep learning
include [10]: Two-stage target detection algorithms (RCNN series [11-13]) and One-stage target
detection algorithms (YOLO series). The Two-stage detection algorithms consist of generating
candidate regions and detailed detection. The One-stage detection algorithms directly output
the target category and coordinates while decoding the feature, which are better in reducing
time cost and improving computational efficiency. The One-stage target detection algorithms
mainly consist of YOLO v3 [14], YOLO v4 [15], YOLO v5, YOLO x [16], SSD [17]. Among
them, the YOLO series is constantly updated, and target detection algorithm has a faster
recognition speed.

At present, there is relatively little research has been done on infrared remote sensing
of ship images. Li et al. [18] firstly performed bicubic interpolation method and labeling of
the dataset, and uses the improved YOLO v5s to detect the ship candidate areas, effectively
improving the detection accuracy. However, the labeling of the dataset in the method is to
manually select ships that meet the characteristics of the dataset and then labeled them. The
detection ability of ships and adjacent ships on the coast is weaker. In the field of classic
target detection algorithms, Xiang et al. [19] proposed a ship detection method based on
salient region extraction and accurate target segmentation, using the saliency of the target,
the target search ranges are reduced, accuracy and speed are significantly improved, and the
position prediction of the targets in the images are more accurate. However, the method relies
too much on the saliency of the target in the global scene, it cannot adapt to the complex and
changing background, resulting in the detection method being limited by the scene. Gong et al.
[20] proposed a ship target detection method based on guided filtering and adaptive scale local
contrast applied to infrared polarization image, first using the Hough transform to detect the
candidate sea antenna, segmenting the target region and proposing a sea clutter background
suppression algorithm of sea clutter, experiments have been proven to improve ship detection
accuracy and check-all rate. The method relies on the target and background local contrast,
and the threshold segmentation is more suitable for the case where the contrast between target
and background is relatively large, the method has weak generalization ability.

In summary, the existing problems are as follows: 1) In complex marine environments,
it is difficult for traditional target detection algorithms to design artificial features with high
robustness, which makes the detection method less stable; 2) Although the above methods have
achieved good results, most methods are difficult to apply to the detection of complex scenes
such as multi-targets and occlusions; 3) The above methods focus on the detection of a single
ship category or only detect the ship targets without identifying the targets.

This paper improves the deep learning algorithm to detect and recognize infrared remote
sensing ship targets. For complex scenes such as ports, berths, and occlusions, and detect
multi-category ships, it can better realize the detection of ship targets in the above scenes and
achieve higher accuracy. Specific improvements are as follows: by replacing the Cross Stage
Partial Layer (CSP Layer) in the network with the basic unit in ShuffleNetv2, under the premise
of ensuring the same feature extraction effects, the number of parameters and calculations are
reduced as much as possible. The coordinated attention mechanism is added to make the
network pay more attention to the effective features in the process of feature extraction, and
retain as much effective information as possible with the network level increases. Efficient
Intersection over Union (EIOU) is introduced as the loss function of bounding box regression
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to fuse more bounding box information. Finally, the improved algorithm can detect multi-class
infrared remote sensing ships more effectively.

This paper is organized in the following way: Section 2 presents the related work. Section
3 describes the improved algorithm in detail. The experiment data and evaluation index is
introduced in Section 4. The experiment results and analysis are explained in Section 5. The
conclusion is drawn in Section 6.

2. Related Work.

2.1. A model based on YOLO V5l. YOLO v5 [21] adds some new improvements to YOLO
v4, greatly improving speed and accuracy. YOLO v5 currently has four versions including
YOLO V5s, YOLO V5m, YOLO V5l, YOLO V5x. The YOLO V5s network is the YOLO V5
series with the lowest depth and smallest width of the feature maps. However, in detection
tasks, YOLO v5s is more suitable for large objectives. The data set in this paper has attributes
of smaller targets and poorer images quality. On the premise of ensuring accuracy and mean
average accuracy, YOLO v5l is selected as the main network detected in this paper. The
network framework diagram is shown in Figure 1.
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Figure 1. The network structures of YOLO v5

2.2. Shufflenet Basic Unit. ShuffleNetV2 [22] network structure is introduced by Megvii
Technology after improving ShuffleNetV1 [23]. In the current lightweight neural network, the
ShuffleNetV2 neural network uses grouped convolution and channel cleaning to achieve a bal-
ance between speed and accuracy. Compared to other CNN, ShuffleNetV2 guarantees precision
while reducing computational cost. Figure 2 shows the two commonly used modules of Shuf-
fleNetV2. Figure 2(a) is the module when the stride is equal to 1, which is mainly used to
maintain the sizes of the feature map while deepening the number of network layers and in-
creasing the speed. Figure 2(b) is the module when stride is equal to 2, It is mainly used to
compress the width and height of the feature layer for under-sampling.
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Figure 2. ShuffleNetv2 Unit
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3. Improved infrared remote sensing ship detection algorithm for YOLO v5l.

3.1. Improve the backbone network and the Neck network. Among the current light-
weight neural networks, given the advantages of the ShuffleNetv2 model, this paper uses the
basic unit of ShuffleNetv2 to replace the YOLO v5l backbone network. With the deepening
of the network hierarchy, the neck network will suffer from network fragmentation and reduce
parallelism. In this paper, a module with a stride of 1 in the basic unit of ShuffleNetv2 is em-
ployed to improve its neck network. The improved model avoids redundant calculations caused
by the CSP Layer in the original structure, and achieves the purpose of a lightweight model.
The Shuffle Unit structures in the backbone network are shown in Table 1.

Table 1. ShuffleUnit structure introduced in Backbone Network.

Layer Output size Stride Repeat

ShuffUnit1
320Ö320 2 1
160Ö160 1 2

ShuffUnit2
160Ö160 1 2
80Ö80 1 8

ShuffUnit3
80Ö80 2 1
40Ö40 1 8

ShuffUnit3
40Ö40 2 1
20Ö20 1 2

3.2. Add the Coordinate Attention Mechanism. The latest Coordinate Attention (CA)
[24] published in CAVR2021 is to embed position information into channel attention. Referring
to the literature [25], this paper adds the attention mechanism into the trunk network and the
neck network respectively. The improved model structure in this paper is shown in Figure 3.

Figure 3. Improved overall network structure
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3.3. Loss function of the boundary box. Although CIOU Loss considers the overlapping
area, center point distance, and aspect ratio of bounding box regression, the difference in aspect
ratio reflected by v in its formula, rather than the real difference between width and height and
its confidence, sometimes hinders the model from effectively optimizing similarity. In order to
solve this problem, this paper introduces EIOU loss [26], the formula is as follows.

IOU =
A ∩B
A ∪B

(1)

LEIOU = 1− IOU +
ρ2(b, bgt)

c2
+
ρ2(w,wgt)

c2w
+
ρ2(h, hgt)

ch2
(2)

b, bgt represents the center points of the predicted frame and the real frame respectively;
ρ shows the Euclidean distance between the two center points; c is the diagonal length of the
minimum circumscribed rectangle of the real frame and the predicted frame; w, wgt respectively
represents the predicted frame and the width of the ground truth box; h, hgt is the width of
the predicted box and the ground truth box separately. IOU is the ratio of the intersection
and union of the predicted box and the ground-truth box. cw and ch are the width and
height of the smallest bounding box covering the predicted and ground truth boxes. In frame
regression loss, the width and height loss in EIOU Loss make the convergence speed faster and
the accuracy higher, so this paper adopts the EIOU loss frame regression loss function with
better performance.

4. Experimental data and evaluation index.

4.1. Experiment dataset. The dataset adopts the latest infrared ship target recognition
database produced by Arrow Technology Co., Ltd. and published in October 2021. The
database uses infrared equipment with different resolutions and focal lengths to collect more
than 8,000 infrared images in different scenarios. The specific distributions are shown in Table
2. Images are divided into training and test sets according to the ratio of 7:3.

Table 2. The dataset.

Classes
Liners Sailboats Warships Canoes Bulk Container Finshing

carriers ships boats
Num 1433 5777 2547 4935 1940 695 9118

4.2. Experiment environment and evaluation indicators. All the experiments perform
on the Ubuntu20.04 operating system, the CPU is 20 Intel(R) Xeon(R) Silver 4210 CPU@
2.20GHz, the GPU is NVIDIA GeForce RTX 2080Ti with 12G memory, and the Python version
is 3.8, the development tool is pycharm2019.3.3, and the framework adopts Pytorch1.11.0. The
size of the input is 640Ö640.

4.3. Evaluation criteria. Precision(P), Recall(R), Average Precision(AP), Mean Average
Precision (mAP), and parameters are adopted as evaluation criteria. Precision is an index
to evaluate the accuracy of the model detection targets, the average precision measures the
quality of all categories of the model, which is one of the most important indicators in target
detection. The formulae for P, R and mAP list as follows:

P =
TP

TP + FP
(3)

R =
TP

TP + FN
(4)

mAP =
1

classes

classes∑
i=1

1∫
0

P (R)d(R) (5)
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In the formulas, TP means that the target is a ship, and the detection result is the type of
the corresponding ship, FP indicates the target is not a ship, and the detection result is a ship,
FN shows the target is a ship, and the detection result is not the type of the corresponding
ship.

5. Experiment results and analysis.

5.1. Ablation experiments. In order to analyze the impact of different improvements on
network performance, eight groups of comparative experiments are designed. Each group of
experiments apply the same training parameters, where X indicates the corresponding im-
provement strategy used in the model. Table 3 shows the effects of different methods on the
performance of model detection.

Table 3. Total category of data from the ablation experiments.

Backbone Neck CA P(%) R(%) mAP 0.5(%) Parameters(MB)
1 88.18 74.25 84.07 3.03×107

2 X 89.98 68.44 83.13 5.28×106

3 X 93.34 76.58 89.03 3.30×107

4 X 89.83 66.41 79.12 4.68×107

5 X X 89.47 74.31 85.09 1.66×107

6 X X 91.68 75.67 86.31 3.31×107

7 X X 90.37 76.66 86.70 3.03×107

8 X X X 92.96 89.40 92.03 2.43×107

The P, R and mAP 0.5 are all obtained at the IOU threshold of 0.5. Table 3 shows the
comparison of ablation experiments in the total categories. In the second experiment, the
index is slightly lower than the original model on R, mAP 0.5, but the original model is nearly
5.8 times the number of parameters. In the fourth experiment, as far as the original model
is concerned, the effect of only adding CA is not better, but the indicators of the improved
backbone and the neck network after adding CA are improved compared with the original
model. The P, R and mAP 0.5 of the final improved model outperformed the original model,
increasing by 4.78%, 15.15% and 7.96%, respectively. As can be seen from the number of
parameters, the improved backbone network is minimal, followed by the improved backbone
and neck networks. The final improved model parameter count is 80% of the original YOLO
v5l parameter count.

Among the improved models, the lightweight improvement of the backbone is not as good
as that of the trunk network for the original model. The main reason is that the number of
parameters declines and some features cannot be extracted more accurately, which leads to
some adverse effects on the extraction of the backbone features. With the addition of the CA
module, it focuses more on effective features, and the effect has improved. In general, the
presented method has better results. The reason is that the ShuffleUnit module strengthens
the compactness of the network, and generally maintains the flexibility of the original YOLO
v5l architecture, reduces excessive repeated feature extraction, and lessens the fragmentation
of the network.

As can be seen from Table 4, the proposed method in this paper are mostly better than
those of the original model and only the accuracy of the Liner is slightly lower than the original
model. From the bar chart in Figure 4, it can be seen that the proposed method in this paper
has improved mAP values for each type of ship detection results.

5.2. Performance comparison of classic target detection models. To verify the detec-
tion performance of the improved algorithm for different types of ships in the dataset, the
improved algorithm is compared with the classic target detection algorithms. The comparison
results are shown in Table 5.
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Table 4. Ablation experiment data of single category.

P(%) R(%) AP(%)

classes
Method

YOLO v5l
The

YOLO v5l
The

YOLO v5l
The

proposed propoesd proposed
model model model

Sailboats 86.44 90.62 62.43 85.96 80.52 90.39
Warships 94.48 97.47 95.80 97.84 98.21 98.63
Canoes 79.57 87.54 51.19 78.10 65.10 83.15

Bulk carriers 87.46 96.25 88.55 96.42 89.67 97.39
Container ships 93.99 94.29 83.50 96.12 92.39 96.30
Fishing boats 85.89 92.10 65.90 85.02 77.17 89.61

Liners 93.03 92.42 72.41 86.32 85.40 88.74

Figure 4. Comparison of mAP values for the yolov5l and this method

Table 5. Classic algorithm comparison results.

Algorithms P(%) R(%) mAP(%) Params
YOLO v3 85.42 40.01 67.32 6.15×107

YOLO v4 86.35 65.58 77.06 6.39×107

YOLO v5s 90.39 71.24 84.10 7.07×106

YOLO X-s 91.59 79.72 87.76 5.41×107

Faster R-CNN 60.02 68.54 64.47 1.36×108

This algorithm 92.96 89.40 92.03 2.43×107

For a more comprehensive comparison, this paper selects the classic two-stage target de-
tection algorithm and the one-stage target detection algorithm for experiment comparison. All
experiment configurations and parameters remain the same. From Table 5, it can be seen that
the P, R and mAP 0.5 values of the presented algorithm are better than the other classical
models.

The P-R curve comparison chart of the algorithms in Table 5 after running them on the
same test set is further given in Figure 5. The abscissa is the recall rate and the ordinate is the
corresponding accuracy rate. It can be seen that the proposed algorithm occupies the largest
area in each class of ships, that is to say, under the same recall rate, the ship detection method
proposed in this paper has a higher accuracy rate.
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(a) linear AP (b) bulk carrier AP

(c) canoe AP (d) container AP

(e) fishing boat AP (f) sailboat AP

(g) warship AP

Figure 5. Comparison of P-R curves of classical algorithms.

Figure 6 selects typical multi-target, multi-class and complex scene detection results for
comparison. It can be seen in Figure 6 (a) and (b), both can identify the ships, but the
proposed algorithm has higher accuracy. In Figure 6 (c) and (d), the improved algorithm
detects small targets missed by the original model, the improved algorithm can better detect
small targets in infrared remote sensing images. By observing Figure 6 (e) and (f), it can be
seen the improved algorithm detects the large targets missed by the original model and some
overlapping targets. The results verified the improved algorithm has stronger robustness in
small targets and complex scenes.

The algorithm in this paper improves the YOLO v5l model. On the premise of ensuring
that the detection effect is not reduced, the number of parameters is greatly reduced, and
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(a) The detection results of the method (b) The detection results of YOLO v5l

(c) The detection results of the method (d) The detection results of YOLO v5l

(e) The detection results of the method (f) The detection results of YOLO v5l

Figure 6. The detection results of YOLO v5l and the proposed algorithm.

the coordinate attention mechanism is used and the introduction of EIOU, so that it can pay
more attention to the spatial direction and position sensitive information, and make full use of
the feature map information, more bounding box information is fused, which is more suitable
for detecting small infrared remote sensing targets. The improved algorithm can achieve high
detection accuracy without introducing additional computational burden.
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6. Conclusions. Aiming at the problems of single target category, lower detection accuracy
and larger number of model parameters for ship detection in infrared remote sensing images,
an improved lightweight model based on YOLO v5l is proposed for detection of multi-target
and multi-class infrared remote sensing ships. First, the basic module of ShuffleNet is used
alternatively to replace the backbone network of YOLO v5l, in order to reduce the number of
parameters and the effectiveness of the feature extraction, the basic module continues to be
used to improve the neck network; for the better preserve location and channel information
of the feature map, the model can be positioned and identified more accurately, CA modules
are added to the backbone and neck networks respectively; the introduction of the EIOU loss
function in order to incorporate more edge information. The experiment results show it is
4.78%, 15.15% and 7.96% higher than the original model in terms of P, R, and mAP 0.5, and
the parameters are reduced by 80%.

At present, there is a lack of multi-angle and all-round infrared image ship data, as well
as infrared remote sensing image data sets. Aiming at the shortage of infrared remote sensing
image ship samples, the next problem to be solved is to establish an infrared remote sensing
image ship data set to improve image quality. Infrared ship data of simple and complex scenes
can be generated by improving deep learning models or algorithms, and can also be combined
with other optical remote sensing images to establish infrared remote sensing image ship data
sets.
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