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ABSTRACT. With the rapid development of wireless networks, more and more wireless
communication technologies are applied to the battlefield. Among various wireless com-
munication protocols, Ad Hoc protocol is a widely used and stable communication proto-
col. Even if one of the communication nodes is destroyed, it will not affect the mutual
communication of other communication nodes, so this paper chooses the Ad Hoc system
as the communication protocol of the wireless network. OPNET is a powerful network
simulation software that can accurately analyze the performance and behavior of complex
networks. Use OPNET simulation software to build communication scenarios, gener-
ate communication animations and network service data. Based on the business data
generated by OPNET, this paper uses the theoretical knowledge of complex networks to
perform topology inference and feature analysis on the generated data through the VS2017
simulation platform. In order to make the metwork topology expression more intuitive,
Pajek software was used to read net files to generate a visual topology map. The static
characteristics of the network are analyzed by using the relevant knowledge of the complex
network, including the degree, the clustering coefficient, the shortest path of the network,
the betweenness and other characteristics.

Keywords: OPNET, Ad Hoc Protocol, Topology Inference, Static Characteristics of
Complex Networks, VS2017

1. Introduction. The rapid development of information technology promotes a new
military revolution. The battlefield is not only an attack between physical weapons,
but also a new battlefield dominated by information. At present, electronic warfare has
become a crucial combat method on the battlefield. Mastering more information and being
able to analyze it effectively is the key to winning electronic warfare [1]. The battlefield
network is the foundation of the information battlefield. With the development of network
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technology, a variety of wireless network technologies have appeared, such as WLAN,
CDMA, GSM, Ad Hoc and so on. Ad Hoc network, as a multi-hop wireless communication
network that can automatically establish communication links, has no center and highly
invulnerable, has always been the preferred technology for digital battlefield.

OPNET is a very mature network simulation software. It has perfect simulation and
analysis capabilities and has been widely used in wireless communication networks. OP-
NET can accurately analyze the performance and behavior of complex networks. Many
scholars use OPNET to conduct research and analysis on the performance of battlefield
networks, especially Ad Hoc networks. Nie mainly used OPNET to simulate the typi-
cal protocol AODV in the tactical radio network. By simulating the interference devices
added to the network, analyzing indicators such as throughput and packet loss rate, ob-
tained the performance of the entire network and a single node after interference [2].
Zhang proposed a reliability assessment method for Tactical Internet (TI) based on OP-
NET, which has certain effectiveness and feasibility [3]. Nisar used OPNET to test the
network performance under the three most common protocols AODV, DSR and OLSR
of Mobile Ad Hoc Network (MANET). By comparing the indicators after the simulation,
finally find the most suitable routing protocol OLSR [4]. Bi used the OPNET platform
to simulate four communication protocols, and proposes a new Cluster Routing Protocol
(CRP) based on the AODV protocol, which can significantly reduce the network end-
to-end delay [5]. Lim used OPNET to design several tactical sensors and evaluate the
reliability of the network [6].

In conclusion, their research only analyzes the network performance parameters pro-
vided by OPNET software, and does not use OPNET and other software to co-simulate.
In this paper, the OPNET simulation model is combined with the complex network theo-
ries. Use OPNET to build wireless communication scenarios and generate network service
data and simulation animation. Visual Studio 2017 is used to implement network topol-
ogy inference based on network business data, and on this basis, various characteristics
of the resulting network are analyzed. Finally, use MFC to design a battlefield network
analysis software based on the above data. The overall technical route is shown in Figure
1.

2. Building of OPNET Simulation Model. OPNET adopts a three-layer modeling
architecture, which are process layer, node layer and network layer [7]. These three-
layer structures correspond to the layer-by-layer modeling process of networks, devices,
and protocols in reality. The network layer is mainly for planning and deploying the
network structure. Different network topologies can be built by placing different network
models. The specific function of each node is realized by building a protocol stack at the
node layer. The protocol stack adopts the OSI seven-layer standard protocol structure,
which is built from the physical layer to the protocol layer. Entering the next layer of
each module is the process layer. By editing the process state transition diagram and
modifying the process code, algorithms and protocols can be written. This paper mainly
uses the network editor to build the wireless communication model, and the whole network
adopts the AODV protocol for simulation.

2.1. AODV Routing Protocol. A wireless Ad Hoc network refers to a multi-hop, tem-
porary, non-central network without infrastructure support, which is composed of a group
of wireless mobile nodes. All nodes in the Ad Hoc network have equal status and highly
survivable. Any node failure will not affect the operation of the entire network. The
network adopts Ad Hoc On-Demand Distance Vector Routing (AODV) Protocol, which
is a very typical network protocol in Ad Hoc network.
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FIGURE 1. Overall technical route

AODV is a routing protocol that finds the path on demand. It does not record the
paths of all nodes, but only records the path to be found by the target node [8]. Each node
will have a sequence number, and the sequence number is incremented in order to avoid
the search path being a circuit. AODV can implement unicast and multicast routing,
and can store the routing table of unicast routing and multicast routing to the target
node [9]. The record content of the routing table includes the destination node number,
the next node number, the serial number, and the validity period. The validity period is
used to record the real-time nature of the path. The value of the path increases by one
each time it passes through. If the path is not passed for a long time, the path will be
destroyed. When a node wants to send a packet to a certain target node, it first needs to
check whether its own routing table has established a path to the target node [10]. If the
path has been established, the data packet is sent directly, otherwise the path needs to
be found. The source node sends a Route Request (RREQ) packet when finding a path
for the first time. This packet contains the IP address of the source node, the current
sequence number of the source node, the IP address of the destination node, the current
sequence number of the destination node, and the broadcast ID number. The broadcast
ID number and the IP address of the source node mark the packet as an RREQ and also
make the packet unique.

2.2. Communication Scenario Design.

2.2.1. Network Model Construction. In this paper, a wireless network communication
scenario with 30 nodes is designed. The scenario is deployed within a range of 200km X
100km, including one workstation, one router node, four sensor nodes, nineteen common
forwarding nodes, and five attack platform nodes. Figure 2 shows the scenario deployment
solution based on OPNET.
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FIGURE 2. Schematic diagram of OPNET scenario deployment scheme

In the figure, link11_gtw and the connected node_1 are the simulation of the Network
Control Station (NCS), which can be understood as one node in the simulation. 10BaseT
is used for connection between link11_gtw and node_1, and the AODV protocol is mainly
used for data broadcasting between the backend networks. The four nodes node_2, node_3,
node_4 and node_5 to the right of the node_1 node are modeling sensor nodes. They are
responsible for collecting other intelligence information on the battlefield, and transmit
their own information according to the request of other nodes. Nodes from node_ 6 to
node 24 on the right side of the sensor nodes are modeling of a series of forwarding
nodes in the battlefield. Such nodes do not generate information by themselves, but only
forward information from other nodes. The five nodes node 25 to node_29 on the right
are modeling the attack platform.

2.2.2. Network Business Configuration. Configuring a simulation system to run an ap-
plication model is a multi-step process. The detailed flow chart is shown in Figure 3.

Configure the Application

Configure the Profile

A 4

Deploy the Application to
the Node

Ficure 3. OPNET business configuration flow chart
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In the process of configuring traffic, pay attention to distinguish the difference between
application model and user profile. Application model specify the nature of the traffic
generated by an application, and user profile describe how the application will be used.
The application model defines information such as message interval and size, while the
user profile specifies which applications to use, the start time and execution time of the
application, whether the execution mode within the profile is serial or parallel, also include
the start time and end time for the entire profile [11]. In OPNET, after the application
model and user profile are properly configured, it is necessary to specify the node on which
the profile will be executed and the node that will serve the application of the profile. A
node is called a source node or client if it is used to run a user profile, and a destination
node or server if it serves an application. OPNET offers eight standard applications
including database, E-mail, FTP, HT'TP, print, remote login, video conferencing and
voice.

The application configured in this article is Database, and the application executes
two database operation protocols, namely the query and the entry. The database query
operation consists of a query message carrying a database request and a response message
carrying the data, and completes the task of retrieving data from the database. A database
input operation consists of an input message that carries data and a database response
message that carries the operation. The application contains three presets low load,
medium load and high load. The value set in this paper is low load. The specific settings
of the application configuration model are shown in Figure 4.
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F1GURE 4. Configure the Application Definitions attributes

Since this paper does not involve OPNET statistical analysis, it does not involve the
statistical collection step. Next deploy the profile definition. The information specified
by the user profile definition includes the start time and duration of the application, the
number of applications executed by a single user, and the order in which these applications
are executed. This paper defines a user profile named BATMessage. The profile start time
is uniformly distributed, the minimum value is 100s and the maximum value is 110s. The
user profile does not end until the end of the simulation, and the number of repetitions
is once. The application is launched serially, placing the application set above into the
profile. The application start time refers to the time from the start of the configuration
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file to the start of the first application. It is set to a normal distribution, the minimum
value is 5s and the maximum value is 10s. The end time is the end time of the user profile
and the number of repetitions is not limited. Figure 5 shows the specific settings for the
application configuration model.
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FiGURrE 5. Configure the Profile Definitions attributes

With the application and user profiles defined, the next step is to deploy the defined
application inside the simulation system. In general, the supported applications and
profiles need to be deployed separately for each node, which is time-consuming and error-
prone during the configuration process. Therefore, this paper adopts the Application
Deployment Wizard to collectively deploy the specified application for each node. Figure
6 shows the Deploy Application window. The Network Tree Browser shows the objects
available in the simulation system, and the Deploy Application option is used to deploy the
application. Among them, node_2-node_5 is configured as a server node, supporting data
application services, node_9-node_24 is configured as a client, supporting BATMessage
user profiles. The specific configuration steps are displayed with help at the bottom of
the window.

3. Battlefield Network Reconnaissance Simulation.

3.1. Topology Inference Based on Network Business Data. Network topology
inference is the process of analyzing the connection relationship of the target network and
drawing a topology map according to the detection results of wireless signals. The wireless
network topology inference steps include signal detection, set the signal detection ratio,
communication link identification, calculation link weight and draw topology. Figure 7
shows the basic flow of topology inference.

This paper does not study the specific physical reconnaissance method, but only stud-
ies how to simulate the effect of the reconnaissance method in the simulation platform
[12]. The method deduces the topology of the network through the business data in the
network, and counts the communication frequency between two nodes, finally obtaining
a weighted topology. The original communication data comes from OPNET, and the
data is exported and put into VS2017 for analysis. Since the battlefield environment
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FIGURE 7. Basic flow of topology inference

is non-cooperative, the communication data is firstly intercepted in proportion, and the
interception proportion is 70%, 80%, and 90%. According to the intercepted communi-
cation data, the communication status of each node can be obtained, and the data can
be put into VS2017 for further analysis, and the results can be saved in the Pajek net
file format. Finally, put the obtained .net file into Pajek software to read and generate a
visual topology map.

Pajek’s net file format defines all points and edges in a network. Points are defined
under the label *Vertices n, and edges are defined under the label *Edges [13]. *Vertices
n defines the node, n is the specific number of nodes, and the parameters are separated
by spaces. The description format of node is shown in Figure 8. It should be noted that if
parameter 2 is a label composed of multiple words, it must be enclosed in double quotation
marks, and parameter 3 is a non-essential node whose coordinate value is the ratio of the
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relative drawing area, ranging from 0 to 1 [14]. The edge of the node is defined under
the *Edges tag, the format is shown in Figure 9. These three parameters are required.
If no other parameters are specified, the default edge will be a solid line. If the value is
negative, the solid line will become a dotted line.

nodelD (1, 2, 3, ....n) X, ¥, Z node coordinate

l

‘ parameterl‘ parameter 2 ‘ [parameter 3] |

node label

FIGURE 8. Vertices label description

nodelD (1, 2, 3, ....n) X, ¥, Z node coordinate

|

‘ parameterl‘ parameter 2 ‘ [parameter 3] |

node label

F1GURE 9. Edges label description

3.2. Main Static Features of Communication Networks. After the topology struc-
ture is obtained through topology inference, the feature analysis of the obtained topology
can be performed. In order to characterize the comprehensive properties of complex net-
works, scientists have proposed many basic concepts, feature quantities and measurement
methods of complex networks to represent the topological properties of complex networks
[15]. Read the net file obtained above and convert it into a right undirected adjacency
matrix for subsequent calculations, defined as:

Ali, ] = Wi if(vi,vj)or < v, v; >€ E(G) (1)
= 00, i f (v, vj)or < v, v; >¢ E(G)

(1) Degree, degree distribution, degree-degree correlation. Degree is the basic parameter
of network topology, mainly used to describe the influence of nodes in the network, and

its value is the number of nodes connected to this node [16]. Assuming that the network
has N nodes, the degree of the node is defined as:

Cd(vi) =k (2)

k; denotes the number of nodes directly connected to the node. For an adjacency matrix
A, the sum of each row or column element is the degree. By averaging the degrees of all
nodes in the network, the average degree of the network can be obtained as follows:

1 N
<k>:ﬁzki (3)

i=1
The degree distribution is defined as the probability of randomly selecting a node in the
network with degree value k:

P(k) = N(k)/N (4)
Among them, N(k) is the number of degree k, and N is the number of nodes.
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Degree-degree correlation describes the relationship between nodes with large degrees
and nodes with small degrees in the network [17]. The network is positively correlated if
nodes with large degrees tend to be connected to nodes with large degrees, otherwise it
is negatively correlated. This paper uses the Person correlation coefficient r to describe
the degree-degree correlation of the network, which is defined as follows:

M5 kb — (M50 5 (Ki + ky))?
M L) - [M*QZ%(kwkj)P ®)

€iyj €iyj

The absolute value of r ranges from 0 to 1. When r > 0, the network is positively
correlated, otherwise it is negatively correlated.

(2) Aggregation coefficient, average aggregation coefficient. For an undirected network,
the local clustering coefficient of a node is the ratio of the actual number of edges between
the neighbors of the node to the total possible number of edges [18]:

2M;
WY (6)
ki(k; — 1)

(3) Shortest path length, average distance, network diameter. In this paper, the Floyd
algorithm is used to solve the shortest path length of any two points [19]. The main idea
of this algorithm is to compare all paths with the same start and end nodes but pass

through other nodes with the current shortest path, If the new path has a smaller weight,
update the weight of the path. The recursive formula is:

Wi k=20
ok 157 s
i { mm(di,?_l it +dk,§_1 ), k>1 (7)

d; ; is the distance between two nodes v; and v;.
The diameter D of the network is defined as the maximum of all distances d; ;:

D = max d;,; (8)

I<ij<N
The average distance L is defined as the average of the distances between all node pairs.
It describes the average degree of separation between nodes in the network. The formula

is as follows:
;NN

j=1 i=1

C; =

(4) Betweenness. Betweenness is divided into point betweenness and edge betweenness.
It is a global feature quantity, which reflects the role and influence of a node or edge on
the entire network [20]. The betweenness of a node is defined as:

B = [Ni (k)/Ni;] (10)
ey
N;,; is the number of shortest paths between nodes v; and v;, N;,; (k) represents the num-
ber of shortest paths between nodes v; and v; passing through node v,. The betweenness
of an edge is defined as:

Bi= Y [Nmw(eis)/Nusn] (11)

allm,n;m#n
m,n;éz,]

Npnop is the number of shortest paths between nodes v, and v, Ny, (€;,; ) represents
the number of shortest paths between nodes v,, and v, through edge e;,;.
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When calculating the length of the shortest path, whenever the new path length is the
same as the shortest path, add one to the number of shortest paths, so the length of the
shortest path and the number of shortest paths can be calculated at the same time. The
idea of calculating the number of shortest paths through v; is that when the distance
between nodes v; and v; is equal to the distance between nodes v; and v, and the distance
between nodes v, and v;, the shortest path between v; and v; goes through v,. Because
when the shortest path of nodes v; and v; passes through v, both v; to v, and vy to v;
must be the shortest path. Similarly, the edge betweenness is also calculated based on
the above algorithm.

4. Experiment Simulation.

4.1. OPNET Results Generation. After building the model, use OPNET software
to export communication data and generate communication animations. The network
simulation time is 5 minutes, and the data information in the network is intercepted
as the original data to be analyzed, as shown in Figure 10. The data mainly shows the
communication status of each node. Save the exported data in txt and read it into VS2010
for further analysis. To generate a communication animation, the ODB debugger needs
to be opened. By default, the simulation core is Optimized. In order to speed up the
simulation, optimized does not generate ODB debug information, so it is necessary to set
the simulation core type to Development. After the simulation, open the Model tab to
watch the communication animation. Figure 11 shows the screenshot of the animation
video of data transfer.

Flow type: ip_traffic_flow_with_socket

#Source Name Source IP Address Source Port Destination Name Destination 1P Address Destination Port Protocol Type of Service Flow Name Avg Pkt Size (Bytes)
top.Office Network.node_1 default default top.Office Network.node 10  default default default default default 0 End Data
top.Office Network.node_1 default default top.Office Networknnode 11 default default default default default 0 End Data
top.Office Network.node_1 default  default top.Office Network.node 12 default default default default default 0 End Data
top.Office Network.node_1 default default top.Office Network.node 13 default default default default default 0 End Data
top.Office Network.node_1 default default top.Office Network.node 14  default default default default default 0 End Data
top.Office Network.node_1 default default top.Office Network.node 15  default  default default default default 0 End Data
top.Office Network.node_1 default default top.Office Network.node 16  default default default default default 0 End Data
top.Office Network.node_1 default  default top.Office Network.node 17 default default default default default 0 End Data
top.Office Network.node_1 default default top.Office Network.node 18  default  default default default default 0 End Data
top.Office Network.node_1 default default top.Office Network.node 19  default default default default default 0 End Data
top.Office Network.node_1 default  default top.Office Network.node_2 default default default default default 0 End Data
top.Office Network.node_1 default default top.Office Network.node 20  default default default default default 0 End Data
top.Office Network.node_1 default default top.Office Network.node 21  default default default default default 0 End Data
top.Office Network.node_1 default default top.Office Network.node 22 default  default default default default 0 End Data
top.Office Network.node_1 default default top.Office Network.node 23 default  default default default default 0 End Data
top.Office Network.node_1 default  default top.Office Network.node 24  default default default default default 0 End Data
top.Office Network.node_1 default default top.Office Network.node 25 default default default default default 0 End Data
top.Office Network.node_1 default default top.Office Network.node 26  default default default default default © End Data
top.Office Network.node_1 default default top.Office Network.node 27  default  default default default default 0 End Data
top.Office Network.node_1 default default top.Office Network.node 28  default default default default default 0 End Data
top.Office Network.node_1 default  default top.Office Network.node 29  default default default default default 0 End Data
top.Office Network.node_1 default  default top.Office Network.node_3 default default default default default 0 End Data
top.Office Network.node_1 default  default top.Office Network.node 4 default default default default default © End Data
top.Office Network.node_1 default default top.Office Network.node 5 default default default default default 0 End Data
top.Office Network.node_1 default default top.Office Network.node 6 default default default default default 0 End Data
top.Office Network.node_1 default  default top.Office Network.node 7 default default default default default 0 End Data
top.Office Network.node_1 default default top.Office Network.node 8 default default default default default 0 End Data
top.Office Network.node_1 default default top.Office Network.node 9 default default default default default 0 End Data
top.Office Network.node 10 default  default  top.Office Network.node 1 default default default default default 0 End Data
top.Office Network.node 10 default  default top.Office Network.node 11 default  default default default default © End Data
top.Office Network.node 10 default  default top.Office Network.node 12 default default default default default 0 End Data
top.Office Network.node_10  default  default top.Office Network.node_13  default default default default default 0 End Data
top.Office Network.node_10  default  default top.Office Network.node_14  default default default default default 0 End Data
top.Office Network.node 10 default  default top.Office Network.node 15  default  default default default default 0 End Data
top.Office Network.node 10 default  default top.Office Network.node 16 default  default default default default 0 End Data

F1GURE 10. Original communication data content read by OPNET

4.2. Network Analysis Based on VS2010.
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FIGURE 11. OPNET communication animation

4.2.1. Topology Inference. This paper randomly intercepts and generates reconnaissance
data from the original communication data in proportion, and generates three types of
reconnaissance data files with proportions of 70%, 80%, and 90%. VS2017 reads the
reconnaissance data file generated by OPNET and saves the result as a net file. Figure 12
shows the net file at 80% interception probability. Vertices 29 indicates that there are 29
nodes in the network. The first column is the ID number of the node, which is arranged
in order from 1. The second column is the name of the node, and the third and fourth
columns are the relative positions of the node in the x and y coordinates. The Edges
label indicates the connection status of the nodes. The first two columns indicate that
the nodes in the first column communicate with the nodes in the second column, and the
third column indicates the weight of the link, and the weight is increased by one for each
communication.

Use Pajek software to read the obtained net file, and get the visualized topology infer-
ence results when the interception probability is 80%, as shown in Figure 13. This figure
can reflect all the information in the net file. Including node name, node location, link
connection and weight.

4.2.2. Feature Analysis. This paper mainly focuses on the static characteristics of com-
plex networks, and uses complex network theory and graph theory to integrate parameters
or characteristics such as degree, average degree, degree-degree correlation, degree distri-
bution, aggregation coefficient, average aggregation coefficient, average distance, network
diameter and betweenness. The information is analyzed in the simulation platform to-
gether.

The interception ratio is 70%, 80% and 90%. The degree and average degree of each
node are shown in Figure 14. The degree distribution is shown in Figure 15, The ag-
gregation coefficient and average aggregation coefficient are shown in Figure 16, The
degree-degree correlation, average distance, and network diameter are shown in Table 1.
The point betweenness of the network is shown in Figure 17.
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*Vertices 29
1 node1 0.3725 0.4860
2 node2 0.4423 0.2466
3 node3 0.4088 0.3844
4 noded 0.4020 0.5560
5 nodeS 0.4400 0.6615
6 node6 0.6185 0.2885
7 node? 0.5968 0.3616
'8 node8 0.4382 0.4706
9 noded 0.5795 0.5344
10 node10 0.4965 0.4160
11 node11 0.4868 0.2763
12 node12 0.4460 0.5810
13 node13 0.4872 0.6356
14 node14 0.5265 0.5839
15 node15 0.4380 0.3410
16 node16 0.6145 0.4773
17 node17 0.6273 0.5854
18 node18 0.6570 0.3844
19 node19 0.5378 0.3258
20 node20 0.6680 0.6110
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FIGURE 12. 80% interception probability of net files

node5s

node26

node2?

node29

node2

FIGURE 13. Topological result with 80% intercept probability

TABLE 1. Degree-degree correlation, average distance, network diamete

Feature 70% 80% 90%
Degree-degree Correlation | Negative Correlation | Negative Correlation | Negative Correlation
Average Distance 1.78597 1.81451 1.88823
Network Diameter 3 3 3
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degree(70%): degree(80%): degree(90%):

k1 =36 k1 =42 k1 =50
k2 = 42 k2 = 49 k2 =55
k3 = 28 k3 =35 k3 = 45
kd = 34 k4 = 47 k4 = 54
k5 =29 kS = 35 k5 =43
k6 = 35 k6 = 41 k6 = 45
k7 = 27 k7 =38 k7 = 46
k8 = 35 k8 = 44 k8 = 49
k9 =41 k9 = 45 k9 = 52
k10 = 38 k10 = 44 k10 = 49
k11 =33 kil =41 k11 = 48
ki2 = 40 k12 = 48 k12 = 54
ki3 = 35 k13 = 41 k13 = 45
k14 = 37 k14 = 45 k14 = 54
k15 =25 k15 = 31 k15 = 40
k16 = 32 k16 = 44 k16 = 51
k17 = 26 k17 = 39 k17 = 45
k18 = 35 k18 = 40 k18 = 48
k19 = 34 k19 = 39 k19 = 47
k20 = 25 k20 = 29 k20 = 43
k21 = 37 k21 = 44 k21 =53
k22 = 37 k22 = 43 k22 = 48
k23 = 31 k23 = 43 k23 = 50
k24 = 33 k24 = 34 k24 = 50
k25 = 36 k25 = 42 k25 = 49
k26 = 29 k26 = 40 k26 = 50
k27 = 35 k27 = 44 k27 = 47
k28 = 30 k28 = 36 k28 = 43
k29 = 25 k29 = 35 k29 = 43

<k> =33.1034 <k> = 40,6207 <k> =48.1379

F1GURE 14. Degree of network

0 ‘EProbabiIity distribution map of node degrees in a network graph(70%) 0 18Probability distribution map of node degrees in a network graph(80%)
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FIGURE 15. Degree distribution. (a) 70%; (b) 80%; (c) 90%.

4.3. Interface Design Based on MFC. Due to the complex data results of the exper-
iment, this paper uses the MFC dialog program to build a battlefield network analysis
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clustering coefficient(70%): clustering coefficient(80%): clustering coefficient(90%):

C1 = 0.047619 C1 = 0.0209059 C1 = 0.00408163
C2 = 0.018583 C2 = 0.0102041 c2=0

C3 = 0.0820106 C3 = 0.0285714 €3 = 0.00909091
C4 = 0.0552585 C4 = 0.00740056 C4 = 0.00209644

C5 = 0.0566502
C6 = 0.0537815
C7 = 0.0598291
C8 = 0.0487395
C9 = 0.0231707
C10 = 0.0312945
C11 = 0.0568182
C12 = 0.0269231
C13 = 0.0605042
C14 = 0.0285285
C15 = 0.08

C16 = 0.0544355
C17 = 0.0769231
C18 = 0.0487395
C19 = 0.0499109
C20 = 0.0966667
C21 = 0.0405405
C22 = 0.0315315
C23 = 0.0623656
C24 = 0.0492424
C25 = 0.0412698
C26 = 0.0640394
C27 = 0.0470588
C28 = 0.0643678
C29 = 0.09

C = 0.053338

point betweenness(70%): point betweenness(80%): point betweenness(90%):

B1 = 2.22448
B2 = 3.70618
B3 = 7.6728
B4 = 1.84848
B5 = 33.4038
B6 = 0.4

B7 = 26.3522

B10 = 16.0774
B11 = 7.20316
B12 = 0.25
B13 = 1.06564
B14 = 1.72717
B15 = 7.67856
B16 = 2.15336
B17 = 10.5907
B18 = 1.49381
B19 = 20.5427
B20 = 3.72093
B21 = 4.64787
B22 = 16.2611
B23 = 5.07769
B24 = 7.4245
B25 = 15.3163
B26 = 9.77577
B27 = 1.66863
B28 = 2.31111
B29 = 9.54762

FIiGURE 16

C5 = 0.0369748
C6 = 0.0280488
C7 = 0.0256046
C8 = 0.0232558
C9 = 0.0151515
C10 = 0.012685
C11 = 0.0207317
C12 = 0.0124113
C13 = 0.0317073
C14 = 0.00909091
C15 = 0.0494624
C16 = 0.0169133
C17 = 0.0283401
C18 = 0.0230769
C19 = 0.0310391
C20 = 0.0615764
C21 = 0.02537
C22 = 0.0155039
C23 = 0.0232558
C24 = 0.0481283
C25 = 0.0197445
C26 = 0.0217949
C27 = 0.0190275
C28 = 0.0380952
C29 = 0.0436975
C = 0.0257852

B1 = 4.02201
B2 = 1.01515
B3 = 10.8374
B4 = 2.87197
BS = 17.1287
B6 = 1.59215
B7 = 14.8063
B8 = 0.333333
B9 = 1.22077
B10 = 7.61705
B11 = 3.88189
B12 = 0.458333
B13 =0

B14 = 4.00164
B15 = 10.8709
B16 = 2.21212
B17 = 5.25779
B18 = 3.19476
B19 = 17.1969
B20 = 8.84848
B21 = 0.458333
B22 = 10.6876
B23 = 541899
B24 = 6.08077
B25 = 13.6326
B26 = 3.07897
B27 = 3.66495
B28 = 2.96037
B29 = 10.5507

C5 = 0.0110742
C6 = 0.00909091
C7 = 0.00772947
C8 = 0.00765306
C9 = 0.00226244
C10 = 0.00340136
C11 = 0.0035461
C12 = 0.00419287
C13 = 0.0151515
Cl4=0

C15 = 0.00641026
C16 = 0.00156863
C17 = 0.00808081
C18 = 0.00265957
C19 = 0.00740056
C20 = 0.0110742
C21 = 0.00217707
C22 = 0.00443262
C23 = 0.00326531
C24 = 0.00408163
€25 = 0.0042517
C26 = 0.00489796
C27 = 0.00555042
C28 = 0.0110742
C29 = 0.013289

C = 0.00584775

. Clustering coefficient

B1 = 1.34444
B2 = 0.333333
B3 = 2.08333
B4 =0

BS = 3.23333
B6 = 1.61111
B7 = 8.60801
B8 =0

B9 = 0.833333
B10 = 5.62511
B11 = 3.83333
B12 =10

B13 = 0.416667
B14 = 0.583333
B15 = 9.67857
B16 = 2.23333
B17 = 2.99167
B18 = 4.54286
B19 = 111111
B20 = 3.32071
B21 = 0.866667
B22 = 0.833333
B23 = 4.25051
B24 = 1.76111
B25 = 5.77983
B26 = 0.583333
B27 = 7.45758
B28 = 2.13889
B29 = 6.38182

FIGURE 17. Point betweenness

software [21]. The software consists of a main interface and three sub-interfaces, and the
dialog type is modal. The main interface is shown in Figure 18. The interface contains
three button controls, which are the guides to each sub-interface. A total of three buttons
are included: battlefield network, reconnaissance simulation and feature calculation.

The battlefield network sub-interface is shown in Figure 19. The main content of
this interface is to display the communication animation and business data generated by
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a4 Battlefield Network Analysis Software X

select function:

Battlefield Network

Reconnaissance Simulation

Feature Calculation

FiGURE 18. Battlefield network analysis software main interface

OPNET. First, click the “Open File” button to select the video file and data file to be
played, then click the “Play Animation” button to play the animation on this page. The
progress bar and buttons below the video can control the video playback progress. The
data file can be opened by clicking the “Data File” button again.

Battlefield Network X
E— et aeraon.
—— 5 = = = =
g{ Open File
g: Play Animation
o &2 g Data File
ﬁ Flow type: ip_traffic_flow_with_socket
=2 s #Source Name Source IP Address Source Port De
| Destination Port Protocol Type of Service Flow Name Avg
= top.Office Network.node_1 default  default top.Offic
|default  default default © End Data
top.Office Network.node_1 default  default top.Offic

idefault  default default © End Data
top.Office Network.node_1 default  default top.Offic
default  default default © End Data
top.Office Network.node_1 default  default top.Offic
default default default 0 End Data
top.Office Network.node_1 default  default top.Offic
default default default 0 End Data
top.Office Network.node_1 default  default top.Offic

FIGURE 19. Battlefield network sub-interface

The reconnaissance simulation sub-interface is shown in Figure 20. The main content
of this interface is to output the point-edge relationship of the network topology. Click
the first button to select the scale you want to intercept, and click the “.net file format”
button below to get the topology file in that scale.
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Reconnaissance Simulation b4 “Vertices 29
1 node1 0.3725 0.4860

2 node? 0.4426 0.2466
3 node3 0.4088 0.3844
4 node4 0.4020 0.5560
obtain netwark service data randomly: a0% ~ 5 node5 0.4400 0.6615
6 node6 0.6185 0.2885
7 node? 0.5968 0.3616
topology inference method: network data w 8 nodes 0.4382 0.4706
9 node9 0.5795 0.5344
10 node10 0.4965 0.4160
-net fle format 11 node11 0.4868 0.2763
12 node12 0.4460 0.5810
13 node13 0.4872 0.6356
14 node14 0.5265 (0.5839

topology point-edage relationship:

FIGURE 20. Reconnaissance simulation sub-interface

The feature calculation sub-interface is shown in Figure 21. The main content of this
interface is to display the static characteristics of the network under different data inter-
ception proportions. First, select the scale in the drop-down box of the input topology
file, and click the different buttons below according to the corresponding scale to view
the corresponding static features. The figure shows the shortest path length when the
interception ratio is 80%.

The shortest path length(80%):
do,1 =2
do2 =1
input topology file: |NetDataB0%.net ~ do3 =2
do4 =2
path and betweenness: do5 = 2
do6 =1
Shortest Path Length d07 =2
do,g =2
Average Distance dog =2
do,10 =2
o Average Clustering Coefficent doi1 -2
Network Diameter d0'12 -

Feature Calculation

X

degree and degree distribution: dustering coefficent:

Degree Clustering Coeffident

do,13 =2
Degree Distribution Betweenness do,14 = 2
do,15 =2
d0,16 = 1
_ Frobebillly disbribution mep: of node degrees In & netbwork greph - (do,17 = 2
do,18 =2
d0,19 = 2
d0,20 = 2
d0,21 =2
do,22 = 1
do,23 =2

18

016

= o
- ol

L)

do,24 = 2
do,25 = 3
d0,26 = 2
d0,27 = 2
d0,28 = 2
di,2=1
di,3=2
di4=2

d1,5=2
0.02 di,6=2
di7=2

o = .

a0 a8 40 as so |418=2

d1,9=2
degree of node k d110=2

=)

0.08

0.0

Probalxiity of node degree k Plk)

o
B

FIGURE 21. Feature calculation sub-interface

5. Conclusion. The research in this paper combines OPNET and VS2017 co-simulation
to analyze the communication network based on Ad Hoc protocol. The construction
and simulation of communication scenarios, topology inference and feature analysis have
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been completed, which provides new ideas for battlefield network analysis. This paper
firstly uses OPNET to build a simulation scene, generates communication animation
and outputs communication data. The generated data is simulated and analyzed using
VS2017 to obtain topology inference information and static characteristics of the network.
Finally, a battlefield network analysis software is designed based on the above data, which
can completely display the network communication animation, business data, network
topology information and static characteristics.
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